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Preface

In June of 2003 the Minnesota Legislature adopted a requirement for an Independent Study of
Intermittent Resources, which evaluates the impacts of over 825 MW of wind power on the NSP
system!. The Public Utilities Commission requested that the Department of Commerce take
responsibility for oversight of the Study with the understanding that the Office of the Reliability
Administrator would represent the Department?.

After the conclusion of the 2003 Legislative session a thorough and complete research of the current
status and understanding of integrating wind power into electric power systems, including a
comprehensive literature search, was completed. A broad-based workgroup was assembled to guide
the initial development of the Study. This group included representatives of Xcel Energy, Minnesota
municipal utilities, Minnesota cooperative utilities, the Minnesota Chamber of Commerce, the
American Wind Energy Association, Minnesota environmental organizations, the U.S Department of
Energy / National Renewable Energy Laboratory, and the Department of Commerce.

Members of that workgroup included:

Jim Alders Xcel Energy

Rory Artig Minnesota Department of Commerce
Bill Blazar ‘ Minnesota Chamber of Commerce
Laura Bordeldn Minnesota Chamber of Commerce
Jim Caldwell American Wind Energy Association
Bob Cupit Minnesota Department of Commerce
Chris Davis Minnesota Department of Commerce
Bill Grant , ' Izaak Walton League of America
Clair Moeller Xcel Energy a
Michael Noble ME3 ‘ _
Brian Parsons National Renewable Energy Laboratory
Judy Poferl Xcel Energy

Larry Schedin ~ Reliant Energy Integration Services
Matt Schuerger Energy Systems Consulting Services
Craig Turner Dakota Electric Association

Greg Woodworth Rochester Public Utilities

Ken Wolf Minnesota Department of Commerce

! Minnesota Laws 2003, 1* Special Session, Chapter 11, Article 2, Section 21.
2 MN PUC Docket No. E-002/CI-03-870, Order Requiring Engineering Study
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The workgroup met several times to develop the Statement of Work for the study. Xcel Energy
competitively bid the study and contracted with ﬂne successful bidder, a team lead by EnerNex
Corporation.

This study is a significant advance in the science and understanding of the impacts of the variability
of wind power on power system operation in the Midwest. For example, the application of

sophisticated, science-based atmospheric models to accurately characterize the variability of Midwest
wind generation is a vast improvement over previous methods.

The study benefited from extensive expert guidance and review by a Technical Review Committee

(IRC).

Thank you to all of the participants in the TRC, which included:

FnerNex

Jim Alders

Steve Beuning

Laura Bordelon

Jim Caldwell
Bob Cupit
Ed DeMeo

.John Donatell

David Duebner
Bill Grant

Walt Grivna
Mark Haller

Rick Halet
Larry Hartman
Mike Jacobs
Stephen Jones
Mark McGree
Mike McMullen
Michael Milligan
Michael Noble-
Dale Osborn
Brian Parsons
Lisa Peterson
Rick Peterson
Greg Pieper
Larry Schedin

Xcel Energy
Xcel Energy

Minnesota Chamber of Commerce

" American Wind Energy Association/ PPM Energy

Minnesota Department of Commerce

Utility Wind Interest Group/ Renewable Energy
Consulting Services, Inc.

Xcel Energy

Midwest Independent System Operator
Izaak Walton League

Xcel Energy

American Wind Energy Association/ Haller Wind
Consulting

Xcel Energy

Minnesota Environmental Quality Board
American Wind Energy Association
Xcel Energy

Xcel Energy

Xcel Energy »

National Renewable Energy Laboratory

~ Minnesotans for an Energy Efficient Economy

Midwest Independent System Operator

‘National Renewable Energy Laboratory

Xcel Energy
Xcel Energy
Xcel Energy
Technical Advisor to the MN DOC
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Matt Schuerger Technical Advisor to the MN DOC
' Steve Wilson ~ Xcel Energy
Ken Wolf Minnesota Department of Commerce

The aggressive schedule for completion of this study prevented investigation of several critical next
steps. The study outlines several important next steps needed to develop effective solutions to
mitigate these impacts including improved strategies and practices for unit commitment and
scheduling as well as improved forecasting and markets.

Ken Wolf

Reliability Administrator
Minnesota Department of Commerce
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Project Summary . -

Introduction

In 2003, the Minnesota Legislature adopted a requirement for an Independent Study of Intermittent
Resources to evaluate the impacts of over 825 MW of wind power on the Xcel Energy system. The
Minnesota Public Utilities Commission requested that the office of the Reliability Administrator of
the Minnesota Department of Commerce take responsibility for the study and its scope and

administration. Through a competitive bidding process, the study was commissioned in January of
2004. Results of that study are reported here.

Xcel Energy, formed by the merger of Denver-based New Centuries Energies and Minneapolis-based
Northern States Power Company, is the fourth-largest combination electricity and natural gas energy
company in the United States. Xcel Energy serves over 1.4 million electric customers in the states of -
Minnesota, Wisconsin, North Dakota, South Dakota and Michigan. Their peak demand in this region
is approximately 9,000 MW in 2003 and projected to rise to approximately 10,000 MW by 2010.

In 2003, the Xcel Energy operating area in Minnesota, Wisconsin, and parts of the Dakotas had about
470 MW of wind power under contract, including about 300 MW operating, in Southwestern
Minnesota. An additional 450 MW of wind power has been awarded through the 2001 All Source Bid
process. Minnesota legislation could result in a total of 1,450 to 1,750 MW of wind power serving the
NSP system by 2010 and 1,950 to 2,250 MW by 2015.

An earlier study commissioned by Xcel Energy and the Utility Wind Interest Group (UWIG,
www.uwig.org) estimated that the approximately 300 MW of wind generation in Xcel Energy’s
control area in Minnesota at that time resulted in additional annual costs to Xcel of $1.85 for each
megawatt-hour (MWH) of wind energy delivered to the system. While for some time there had been
recognition and consensus that the unique characteristics of wind generation likely would have some
technical and financial impacts on the utility system, this study was the first attempt at a formal
quantification for an actual utility control area.

The study looked at the “operating” time frame, which consists primarily of those activities required
to ensure that there will be adequate electric energy supply to meet the projected demand over the
coming hours and days, that the system is operated at all times 5o as not to compromise security or
reliability, and that the demand be met at the lowest possible cost.

The study reported on here takes a similar perspective. The scenario evaluated, however, is

~ dramatically different. Instead of 300 MW of wind generation confined to relatively small parts of
two adjacent counties, a potential future development of 1500 MW of wind generation spread out
over hundreds of square miles is considered. In addition, the wind generation central to the previous
study was well characterized through existing monitoring projects and measurements at all of the
time scales of interest, making questions about how wind generation would appear to the Xcel
system operators relatively simple to address. In this study, developing a characterization of how

large, geographically-diverse wind plants would appear in the aggregate to the system operators was
one early and major challenge.

To better understand the study scope, its specific challenges, and the results, some background on
utility system operations and the characteristics of wind generation is helpful.

Overview of Utility System Operations

. Interconnected power systems are large and extremely complex machines, consisting of thousands of
individual elements. The mechanisms responsible for their control must continually adjust the
supply of electric energy to meet the combined and ever-changing electric demand of the system'’s
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users. There are a host of constraints and objectives that govern how this is done. For example, the

- system must operate with very high reliability and provide electric energy at the lowest possible cost.
Limitations of individual network elements ~generators, transmission lines, substations - must be
honored at all times. The capabilities of each of these elements must be utilized in a fashion to
provide the required high levels of performance and reliability at the lowest overall cost.

Operating the power system, then, involves much more than adjusting the combined output of the
supply resources to meet the load. Maintaining reliability and acceptable performance, for example,
requires that operators:

«  Keep the voltage at each node (a point where two or more system elements - lines,
transformers, loads, generators, etc. - connect) of the system within prescribed limits;

»  Regulate the system frequency (the steady electrical speed at which all generators in the
system are rotating) of the system to keep all generating units in synchronism;

» Maintain the system in a state where it is able to withstand and recover from unplanned
failures or losses of major elements

The activities and functions necessary for maintaining system performance and reliability and
minimizing costs are generally classified as “ancillary services.” While there is no universal
agreement on the number or specific definition of these services, the following items adequately
encompass the range of technical aspects that must be considered for reliable operation of the system:

+  Voltage regulation and VAR dispatch - deploying of devices capable of generating reactive
power to manage voltages at all points in the network;

+ Regulation - the process of maintaining system frequency by adjusting certain generating
units in response to fast fluctuations in the total system load;

« Load following - moving generation up (in the morning) or down (late in the day) in
response to the daily load patterns;

+  Frequency-responding spinning reserve - maintaining an adequate supply of generating
capacity (usually on-line, synchronized to the grid) that is able to quickly respond to the loss
of a major transmission network element or another generating unit; -

+  Supplemental Reserve - managing an additional back-up supply of generating capacity that
can be brought on line relatively quickly to serve load in case of the unplanned loss of
significant operating generation or a major transmission element.

The frequency of the system and the voltages at each node are the fundamental performance indices
for the system. High interconnected power system reliability is a consequence of maintaining the
system in a secure state - a state where the loss of any element will not lead to cascading outages of
other equipment - at all times.

The electric power system in the United States (contiguous 48 states) is comprised of three
interconnected networks: the Eastern Interconnection (most of the states East of the Rocky
Mountains), the Western Interconnection (Rocky Mountain States west to the Pacific Ocean), and
ERCOT (most of Texas). Within the Eastern and Western interconnections, dozens of individual
“control” areas coordinate their activities to maintain reliability and conduct transactions of electric
energy with each other. A number of these individual control areas are members of Regional
Transmission Organizations (RTOs), which oversee and coordinate activities across a number of
control areas for the purposes of maintaining the security of the interconnected power system and
implementing wholesale power markets.

"A control area consists of generators, loads, and defined and monitored transmission ties to
neighboring areas. Each control area must assist the larger interconnection with maintaining
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frequency at 60 Hz, and balance load, generation, out-of-area purchases and sales on a continuous
basis. In addition, a prescribed amount of backup or reserve capacity (generation that is unused but
available within a certain amount of time) must be maintained at all times as protection against
unplanned failure or outage of equipment.

To accomplish the objectives of minimizing costs and ensuring system performance and reliability
over the short term (hours to weeks), the activities that go on in each control area consist of:

* Developing plans and schedules for meeting the forecast load over the coming days, weeks,
and possibly months, considering all technical constraints, contractual obligations, and
financial objectives;

* Monitoring the operation of the control area in real time and making adjustments when the

actual conditions - load levels, status of generating units, etc. - deviate from those that were
forecast.

A number of tools and systems are employed to assist in these activities. Developing plans and

schedules involves evaluating a very large number of possibilities for the deployment of the available
generating resources. A major objective here is to utilize the supply resources so that all obligations

are met and the total cost to serve the projected load is minimized. With a large number of individual
generating units with many different operational characteristics and constraints, fuel types,

efficiencies, and other supply options such as energy purchases from other control areas, software

tools must be employed to develop optimal plans and schedules. These tools assist operators in

making decisions to “commit” generating units for operation, since many units cannot realistically be
stopped or started at will. They are also used to develop schedules for the next day or days that will

result in minimum costs if adhered to and if the load forecasts are accurate.

The Energy Management System (EMS) is the technical core of modern control areas. It consists of
hardware, software, communications, and telemetry to monitor the real-time performance of the
control area and make adjustments to generating unit and other network components to achieve
operating performance objectives. A number of these adjustments happen very quickly without the
intervention of human operators. Others, however, are made in response to decisions by individuals
charged with monitoring the performance of the system.

The nature of control area operations in real-time or in planning for the hours and days ahead is such
that increased knowledge of what will happen correlates strongly to better strategies for managing
the system. Much of this process is already based on predictions of uncertain quantities. Hour-by-
hour forecasts of load for the next day or several days, for example, are critical inputs to the process
of deploying electric generating units and scheduling their operation. While it is recognized that load
forecasts for future periods can never be 100% accurate, they nonetheless are the foundation for all of
the procedures and process for operating the power system. Increasingly sophisticated load

forecasting techniques and decades of experience in applying this information have done much to
lessen the effects of the inherent uncertainty

Characteristics of Wind Generation

The nature of its “fuel” supply distinguishes wind generation from more traditional means for
producing electric energy. The electric power output of a wind turbine depends on the speed of the
wind passing over its blades. The effective speed (since the wind speed across the swept area of the
wind turbine rotor is not necessarily uniform) of this moving air stream exhibits variability on a wide
range of time scales - from seconds to hours, days, and seasons. Terrain, topography, other nearby
turbines, local and regional weather patterns, and seasonal and annual climate variations are just a
few of the factors that can influence the electrical output variability of a wind turbine generator.
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It should be noted that variability in output is not confined only to wind generation. Hydro plants,
for example, depend on water storage that can vary from year to year or even seasonally. Generators
that utilize natural gas as a fuel can be subject to supply disruptions or storage limitations.
Cogeneration plants may vary their electric power production in response to demands for steam
rather than the wishes of the power system operators. That said, the effects of the variable fuel
supply are likely more significant for wind generation, if only because the experience with these
plants accumulated thus far is so limited.

An individual turbine is negligibly small with respect to the load and other supply resources in the
control area, so the aggregate performance of a large number of turbines is what is of primary interest
with respect to impacts on the fransmission grid and system operations. Large wind generation
facilities that connect directly to the transmission grid employ large numbers of individual wind
turbine generators, with the total nameplate generation on par with other more conventional plants.
Individual wind turbine generators that comprise a wind plant are usually spread out over a
significant geographical area. This has the effect of exposing each turbine to a slightly different fuel
supply. This spatial diversity has the beneficial effect of “smoothing out” some of the variations in
electrical output. The benefits of spatial diversity are also apparent on larger geographical scales, as
the combined output of multiple wind plants will be less variable (as a percentage of total output)
than for each plant individually.

Another aspect of wind generation, which applies to conventional generation but to a much smaller
degree, is the ability to predict with reasonable confidence what the output level will be at some time
in the future. Conventional plants, for example, cannot be counted on with 100% confidence to
produce their rated output at some coming hour since mechanical failures or other circumstances
may limit their output to a lower level or even result in the plant being taken out of service. The
probability that this will occur, however, is low enough that such an occurrence is often discounted

~ or completely ignored by power system operators in short-term planning activities.

Because wind generation is driven by the same physical phenomena that control the weather, the
uncertainty associated with a prediction of generation level at some future hour, even maybe the next
hour, is significant. In addition, the expected accuracy of any prediction will degrade as the time
horizon is extended, such that a prediction for the next hour will almost always be more accurate
than a prediction for the same hour tomorrow.

The combination of production variability and relatively high uncertainty of prediction makes it
difficult, at present, to “fit” wind generation into established practices and methodologies for power
system operations and short-term planning and scheduling. These practices, and even emerging
concepts such as hour- and day-ahead competitive markets, have a necessary bias toward “capacity”
- because of system security and reliability concerns so fundamental to power system operation -
with energy a secondary consideration. Wind generation is a clean, increasingly inexpensive, and
stable supply of electric energy. The challenge going forward is to better understand how wind
energy as a supply resource interacts with other types of electric generation and how it can be
exploited to maximize benefits, in spite its unique characteristics.

Wind Generation and Long-Term Power System Reliability

In longer term planning of electric power systems, overall reliability is often gauged in terms of the
probability that the planned generation capacity will be insufficient to meet the projected system
demand. This question is important from the planning perspective because it is recognized that even
conventional electric generating plants and units are not completely reliable ~ there is some
probability that in a given future hour capacity from the unit would be unavailable or limited in
capability due to a forced outage - i.e. mechanical failure. This probability of not being able to meet
the load demand exists even if the installed capacity in the confrol area exceeds the peak projected
load. :
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In this sense, conventional generating units are similar to wind plants. For conventional units, the
probability that the rated output would not be available is rather low, while for wind plants the
probability could be quite high. Nevertheless, it is likely that a formal statistical computation of
system reliability would reveal that the probability of not being able to meet peak load is lower with
a wind plant on the system than without it.

The capacity value of wind plants for long term planning analyses is currently a topic of significant
discussion in the wind and electric power industries. Characterizing the wind generation to
appropriately reflect the historical statistical nature of the plant output on hourly, daily, and seasonal
bases is one of the major challenges. Several techniques that capture this variability in a format
appropriate for formal reliability modeling have been proposed and tested. The lack of adequate
historical data for the wind plants under consideration is an obstacle for these methods.

The capacity value issue also arises in other, slightly different contexts. In the Mid-Continent Area
Power Pool (MAPP), the emergence of large wind generation facilities over the past decade led to the
adaptation of a procedure use for accrediting capacity of hydroelectric facilities for application to
wind facilities. Capacity accreditation is a critical aspect of power pool reserve sharing agreements.
The procedure uses historical performance data to identify the energy delivered by these facilities
during defined peak periods important for system reliability. A similar retrospective method was

used in California for computing the capacity payments to third-party generators under their
Standard Offer 4 contract terms. '

By any of these methods, it can be shown that wind generation does make a calculable contribution to
system reliability in spite of the fact that it cannot be directly dispatched like most conventional
generating resources. The magnitude of that contribution and the appropriate method for its
determination remain important questions.

Objectives of this Study

The need for various services to interoperate with the interconnected electric power system is not
unique to wind. Practically all elements of the bulk power network - generators, transmission lines,
delivery points (substations) - have an influence on or increase the aggregate demand for ancillary
services. Within the wind industry and for those transmission system operators who now have
significant experience with large wind plants, the attention has turned from debating whether wind

plants require such support but rather to the type and quantity of such services necessary for
successful integration,

Many of the earlier concerns and issues related to the possible impacts of large wind generation

facilities on the transmission grid have been shown to be exaggerated or unfounded by a growing
body of research, studies, and empirical understanding gained from the installation and operation of
over 6000 MW of wind generation in the United States.

The focus of these studies covers the range of technical questions related to interconnection and
integration. With respect to the ancillary services listed earlier, there is a growing emphasis on better.
understanding how significant wind generation in a control area affects operations in the very short
term ~ i.e. real-time and a few hours ahead - and planning activities for the next day or several days.

Recent studies, including the initial study for Xcel Energy by the UWIG, have endeavored to quantify
the impact of wind generation facilities on real-time operation and short-term planning for various
control areas. The methods employed and the characteristics of the power systems analyzed vary

substantially. There are some common findings and themes throughout these studies, however,
including:

Page 19

2874



EnerNex

CORPORATION

e Despite differing methodologies and levels of detail, ancillary service costs resulting from
integrating wind generation facilities are relatively modest for the growth in U.S. wind
generation expected over the next three to five years.

s The cost to the operator of the control area to integrate a wind generation facility is obviously
non-zero, and increases as the ratio of wind generatlon to conventional supply sources or the
peak load in the control area increases.

» For the penetration levels (ratio of nameplate wind generation to peak system load)
considered in these studies (generally less than 20%) the integration costs per MWH of wind
ehergy were likely modest.

e Wind generation is variable and uncertain, but how this variation and uncertainty combines
with other uncertainties inhérent in power system operation (e.g. variations in load and load
forecast uncertainty) is a critical factor in determining integration costs.

e The effect of spatial and temporal diversity with large numbers of individual wind turbines
is'a key factor in smoothing the output of wind plants and reducing their ancillary service
requirements from a system-wide perspective.

The objective of this study is to conduct a comprehensive, quantitative assessment of integration costs
and reliability impacts of 1500 MW of wind generation in the Xcel Energy control area in Minnesota
in the year 2010, when the peak load is projected to be just under 10,000 MW. “As discussed
previously, such a large wind generation scenario poses some significant study challenges, and lies
near the outer edge penetration-wise of the studies conducted to date.

Per the instructions developed by Xcel Energy and the Minnesota Department of Commerce, the
study was to focus on those issues, activities, and functions related to the short-term planning and
scheduling of electric generation resources and the operation of the Xcel control area in real time, and
questions concerning the contributions of wind generation to power system reliability. While very
important for wind generation and certainly a topic of much current discussion in the upper
Midwest, transmission issues were not to be addressed in this study. Some transmission issues are
considered implicitly, as interactions with neighboring control areas and the emerging wholesale
power markets being administered by MISO (Midwest Independent System Operator) are relevant to
the questions addressed here. ,

Organization of Documentation

The report for this study is provided as two volumes. This volume of the report addresses each of the
four tasks of the report and provides the final conclusions. A second, stand-alone volume contains all
of the detail for the first task of the study, a complete characterization of the wind resource in
Minnesota. In it are dozens of color maps and charts that describe and quantify the meteorology that
drives the wind resource in the upper Midwest, along with graphical depictions of the locational
variation of the wind resource and potential wind generation by month and time of day. Some of the
material from this companion volume is repeated as it describes the process for developing the wind
generation model that used for the later tasks.

The major sections of this document address each of four tasks as defined in the Work scope of the
original request-for-proposal (REP).

Task 1: Characterizing the Nature of Wind Power Variability in the Midwest - Overview and Results

A major impediment to obtaining a better understanding of how large amounts of wind generation
would affect electric utility control area operations and wholesale power markets is the relative lack
of historical data and operating experience with multiple, geographically dispersed wind plants.
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Measurement data and other information have been compiled over the past few years on some large
wind plants across the country. The Lake Benton plants at the Buffalo Ridge substation in
southwestern Minnesota have been monitored in detail for several years. The understanding of how
a single large wind plant might behave is much better today than it was five years ago.

For the study, predicting how all of the wind plants in the 1500 MW scenario appear in the aggregate
to the Xcel system operators and planners is a critical aspect. That total amount of wind generation
will Iikely consist of many small and large facilities spread out over a large land area, with individual
facilities separated by tens of miles up to over two hundred miles.

The approach for this study was to utilize sophisticated meteorological simulations and archived
weather data to “recreate” the weather for selected past years, with “magnification” in both space
and time for the sites of interest. Wind speed histories from the model output for the sites at heights
for modern wind turbines were then converted to wind generation histories.

Figure 1 shows the “grid” used with the MM5 numerical model to simulate the actual meteorology
occurring over the upper Midwest. The simulation featured two internal, nested grids of
successively higher spatial resolution. On the innermost grid, specific points that were either co-
located with existing wind plants or likely prospects for future development were identified. Wind
speed data along with other key atmospheric variables from these selected grids (Figure 2) were
saved at ten-minute intervals as the simulation progressed through three years of weather modeling,
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Figure 1:  MMS5 nested grid conﬁgurcn‘ion utilized for study area. The 3 grid run includes 2 inner nested
grids fo optimize the simulation resolution in the area of greatest inferest. The grid spacing is
45, 15 and 5 km for the outer, middle and innermost nests, respectively.
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Figure 2: “Tower" locations on the innermost MM5 model grid where wind speed data and other
meteorological data were captured and archived at ten-minute intervals.

The high-resolution time series of wind speed data was converted to wind generation data by
applying power curves for existing and prospective commercial wind turbines at each of the grid
points. As a check on the accuracy of this overall modeling approach, the calculated wind generation
data was compared to actual measurements from groups of turbines in the Lake Benton, MN area for
the entire year of 2003 to validate the models. A comparison for a typical month is shown in Figure 3.
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Figure 3: Comparison of simulated wind generation data to actual measurements for a group of
wind turbines at Lake Benton, MN on the Buffalo Ridge
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The validation exercise showed that the numerical weather modeling approach produced high
quality results. In months where the wind is driven by larger-scale weather patterns, the average
error as a percentage of power production over the period was about 6%. In-the summer months,
where smaller-scale features such as thunderstorm complexes have more influence on wind speed,
the mean error was larger, but still less than 9%. Mean absolute errors as a percent of capacity were
approximately 15% or less for most months.

A critical feature of the wind generation model for this study is that it captures the effects of the
geographic dispersion of the wind generation facilities. For Xcel system operators, how the wind
plants operate in the aggregate is of primary importance. This science-based modeling approach

provides for representing the relationships between the behaviors of the individual plants over time
more accurately than any other method.

Numerical weather simulations were also used in this task to develop a detailed characterization of
the wind resource in Minnesota. Temporal and geographic variations in wind speed and power
production over the southern half of Minnesota are characterized through a number of charts,
graphs, and maps.

Task 1 concluded with a discussion of issues related to wind generation forecasting accuracy and a
numerical experiment to compare various methods using the data and information compiled for
developing the wind generation model. The accuracy of any weather-related forecast will decrease as
the forecast horizon increases. Forecasts for the next few hours are likely to be significantly more
accurate than those for the next few days. The forecast experiment did show, however, that a more
sophisticated method employing artificial intelligence techniques, a computational learning system
(CLS) in conjunction with a numerical weather model, holds promise for significantly improving the
accuracy of forecasts spanning a range from a few hours ahead through a two day period. This
forecasting technique likely will have value for control area operators. Such techniques are in the
development stages now, but will be commercially available in the coming years, and relevant to the
study year for which this project is being conducted.
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Figure 4. Frequency distribution of power error as a percent of rated capacity for 6, 24 and 48 hour
forecasts. Inset table shows the frequency of power errors less than 10, 20 and 30 percent
of rated capacity for the CLS 6,24 and 48 hour forecasts.
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Since transmission constraints were not considered explicitly in this project, geographic variations in -
wind plant output are included in the analyses only to the extent that they affect the aggregated
output profile of the total wind generation in the control area. However, the spatial variations could
be combined with transmission constraints for a more refined evaluation, should that be desired in a
future study.

Task 2: Develop Xcel Energy System Model for 2010 Study Year - Overview and Results

To conduct the technical analysis, models for both the wind generation development in Minnesota
and the Xcel system in 2010 were developed. The wind generation scenario was derived from the
numerical weather model data discussed in the previous section. In coordination with Xcel Energy
and the Minnesota Department of Commerce, a county-by-county development scenario was
constructed (Table 1) for the year 2010. The wind speed data created by the numerical weather model
was converted to wind generation data at ten minute intervals for the three years of the simulation.

Table 1: Minnesota Wind Generation Development Scenario - CY2010

County Nameplate Capacity

Xcel Energy predicts that the peak demand for their Minnesota control area will grow to 9933 MW in
2010. The projected resources to meet this demand are shown by type in Table 2 and graphically in
Figure 5. Wind energy, which includes most of the wind generation assumed for this study, is
assigned a capacity factor of 13.5% for purposes of this load and resources projection. Total capacity
is projected to exceed peak demand by 15%.

Table 2: Xcel Capacity Resources for 2010

Resource Type
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Since transmission issues were not to be explicitly considered in this study, the remaining component
of the Xcel system“model” for the study year is the system load. To conduct the technical analyses
as specified in the RFP, it was necessary to characterize and analytically quantify the system load in
great detail. A variety of measurements of the existing load were collected. To represent the system
load in 2010, measurements of the current load (e.g. Figure 6) were scaled so that the peak hour for

the year matched the expected peak in 2010 of 9933 MW.
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Figure é: Measurements of existing load data used for characterizing expected load in 2010. Graph
shows 72 hours of data collected at 4 second intervals by the Xcel Energy Management
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The wind generation model derived from the numerical weather simulations was augmented with
measurements from operating wind plants in Minnesota. The National Renewable Energy
Laboratory (INREL) has been collecting very high resolution data from the Lake Benton I & I wind
plants and the Buffalo Ridge substation in southwestern Minnesota for over three years. This data
(Figure 7) was used to develop a representation of what the fastest fluctuations in wind energy
delivery might look like to the Xcel system operators.
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Figure 7: NREL high-resolution measurement data from Lake Benton wind plants and Buffalo Ridge
substation. Data show is power production sampled at one second intervals.

Task 3: Evaluation of Wind Generation Reliability Impacts - Overview and Results

The purpose of the reliably analysis task of this study is to determine the ELCC (Effective Load
Carrying Capability) of the proposed wind generation on the Xcel system. This problem was :
approached by modeling the system in the GE MARS (Multi-Area Reliability Simulation) program,
simulating the system with and without the additional wind generation and noting the power
delivery levels for the systems at a fixed reliability level. That reliability level is LOLE (Loss of Load
Expectation) of 0.1 days per year. -

The MARS program uses a sequential Monte Carlo simulation to calculate the reliability indices for a
multi-area system by performing an hour by hour simulation. The program calculates generation
and load for each hour of the study year, calculating reliability statistics as it goes. The year is
simulated with different random forced outages on generation and transmission interfaces until the
simulation converges.

In this study three areas are modeled, the Xcel system including all non-wind resources, an area
representing Manitoba Hydro purchases and finally an area representing the Xcel Energy wind
resources. The wind resources were separated to allow momtormg of hourly generation of the wind
plant during the simulations.

The MARS model was developed based upon the 2010 Load and Resources table provided by Xcel
Energy. In addition, load shape information was based upon 2001 actual hourly load data provided
and then scaled to the 2010 adjusted peak load of 9933 MW.

The GE MARS input data file for the MAPP Reserve Capacity Obligation Review study was provided
by MAPPCOR to assist in setting up the MARS data file for this study. State transition tables
representing forced outage rate information and planned outage rate information for the Xcel
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resources where extracted from the file where possible. In some cases it was difficult to map
resources from the MAPP MARS file to the Load/Resources table provided by Xcel Energy. In those
cases the resource was modeled using a generic forced outage rate for the appropriate type of
generation (steam, combustion turbine, etc) obtained from the MAPP data file.

The model used multiple levels of wind output and probabilities, based on the multiple block
capacities and outage rates that can be specified for thermal resources in MARS. In each Monte Carlo
simulation, the MARS program randomly selects the transition states that are used for the simulation.
These states can change on and hour by hour basis, making MARS suitable for the modeling of the
wind resources.

To find a suitable transition rate matrix, 3 years of wind generation data supplied by WindLogics was
analyzed. That data was mapped on the proposed system and an hour by hour estimate of
generation was calculated for the three years. The generation was analyzed and state transitions
were calculated to form the state transition matrix for input to MARS.
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Figure 8:  Results of reliability analysis for various wind generation modeling assumptions.

This result shows that the ELCC of the system improves by 400 MW or 26.67% of nameplate with the
addition of 1500 MW of wind resource. The existing 400 MW improved the ELCC by 135 MW or
about 33.75%. This is an estimate as the nameplate of the existing wind resource was not known
precisely.

The results fall into the range of what would be “expected” by researchers and other familiar with -
modeling wind in utility reliability models. A remaining question, then, is one of the differences
between the formal reliability calculation and the capacity accreditation procedure currently used in
MATPP and being contemplated by other organizations.
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The MAPP procedure takes the narrowest view of the historical production data by limiting it to only
those hours around the peak hour for the entire month, which potentially excludes some hours where
the load is still substantial and there would be a higher risk of outage. Applying the MAPP
procedure to the aggregate wind generation model developed for this study yields a minimum
capacity factor of about 17%. It is still smaller, however, than the ELCC computed using lumped or
seasonal wind models (26.7%).

Even though the formal reliability calculation using GE-MARS utilizes a very large number of “trials”
‘(replications) in determining the ELCC for wind generation, the wind model in each of those trials is
still based on probabilities and state transition matrices derived from just three years of data. Some
part of the difference between the MAPP method and the formal reliability calculation, therefore, can
be attributed to an insufficient data set for characterizing the wind generation. When the sample of
historical data is augmented to the ten year historical record prescribed in the MAPP method, the
capacity value determined by the MAPP method would likely increase, reducing the magmtude of
the difference between the two results.

This does not account for the entire difference between the methods, though. The MAPP procedure
only considers the monthly peak hour, so the seasonal and diurnal wind generation variations as
characterized in Task 1 of this project would lead to a discounting of its capacity value.

Table 3:  Computed capacity values for 1500 MW wind generation scenario using-MAPP
' accreditation procedure

nth Median (MW) %

y 394 T 1 26.3%
498
285

There are clear differences between the MAPP Capacity Credit method and the ELCC approach used
in this study. The MAPP algorithm selects wind generation data from a 4-hour window that includes
the peak, and is applied on a monthly basis. The ELCC approach is a risk-based method that
quantifies the system risk of meeting peak load, and is primarily applied on an annual basis. ELCC
effectively weights peak hours more than off-peak hours, so that two hypothetical wind plants with
the same capacity factor during peak hours can receive different capacity ratings. In a case like this,
the plant that delivers more output during high risk periods would receive a higher capacity rating
than a plant that delivers less output during high risk periods.

The MAPP approach shares a fundamental weakness with the method adopted by PJM: the 4-hour
window may miss load-hours that have significant risk, therefore ignoring an important potential
contribution from an intermittent generator. Conversely, an intermittent generator may receive a
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capacity value that is unjustifiably high because its generation in a high-risk hour is 1ower than
during the 4-hour window.

Because ELCC is a relatively complex, data-intensive calculation, simplified methods could be

developed at several alternative levels of detail. Any of these approaches would fully capture the
system’s high-risk hours, improving the algorithm beyond what would be capable with the fixed,
narrow window in the current MAPP method. Any of the methods can also be applied to several

years of data, which could be made consistent with current MAPP practice of using up to 10 yeaxs of
data, if available.

Task 4: Evaluation of Wind Generation Integration Costs on the Operating Tlme Frame - Overview and
Results

At significant levels relative to loads and other generating resources in the control area, wind
generation has the potential to increase the burden of managing the power system, thereby increasing
overall costs. The economic consequences of this increased burden are term “integration costs”, and
are the ultimate focus of this research effort Integration costs for wind generation stem from two -
primary factors:

e Wind generation exhibits significant and mostly uncontrollable variability on all of the hme
scales relevant to power system operations - seconds, minutes, hours, days;

e The ability to predict or forecast wind generation for forward time periods is lower than that
for conventional resources, and declines as the forecast horizon moves outward.

How the combination of these characteristics can impact the overall cost of operating the system can
be thought of in the following way: For a given control area, the uncertainties associated with
scheduling and operating generating resources, namely errors in load forecasts or unexpected
outages or operating limitations of certain generating units - are well known based on history and
experience. Procedures have evolved to accommodate these uncertainties, such that for a particular
load magnitude or pattern, the supply resources are deployed and operated in a manner that
minimizes the total production cost. The additional variability that comes with a significant amount
of wind generation in the control area requires that the existing supply resources be used in a
different manner. Increased uncertainty related to the probable errors in wind generation forecasts
for future periods can lead to either more conservatism in the deployment of generating resources
(and more cost) or operating problems that arise due to the differences between the forecast and
actual wind generation in a particular hour (again, with possibly added cost).

The “value” of wind generation is separate from the integration costs. The objective here is to
determine how the cost to serve load that is not served by wind generation is affected by the plans -

and procedures necessary to accommodate the wind generation and maintain the reliability and
security of the power system.

In this project, the integration costs are differentiated by the time scale over which they might be
incurred, with the total integration cost being the sum of the individual components. The time
frames and operating functions of interest include;

e Regulation, which occurs on a very short time scale and involves the automatic control of a

sufficient amount of generating capacity to support frequency and maintain scheduled
transactions with other control areas;

e Unit commitment and scheduling, which are operations planning activities aimed at

developing the lowest cost plan for meeting the forecast control area demand for the next day
or days;
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s Load following and other intra-hourly operations that involve the deployment of
generating resources to track the demand pattern over the course of the day, and adjustments
to compensate for changes in the control area demand as the load transitions through the
hours and periods of the daily load pattern.

A variety of analytical techniques were employed to quantify the impacts of 1500 MW of wind
generation on the Xcel control area. The following sections describe the methods used in each of the
three time frames along with the results and conclusions.

Regulation

The aggregate load in the control area is constantly changing. The fastest of these changes can be
thought of as temporary ups and downs about some longer term pattern. Compensating in some
way for these fast fluctuations is necessary to meet control area performance standards and
contribute to the frequency support for the entire interconnection. Regulation is that generating
capacity that is deployed to compensate for these fast changes.

The regulation requirement for the Xcel system load in 2010 was projected by analyzing high-
resolution measurements of the currentload. By applying appropriate smoothing techniques, the
fluctuating component responsible for the regulating burden can be isolated. Figure 9 shows the
result of this algorithm for one hour of the Xcel load. The blue line is actual instantaneous load,
sampled once every four seconds; the red line is the computed trend through the hour. The
difference between the actual load and the trend is the regulating characteristic.

3500
5400 | ; A1y Y L ‘
= .
3300
320058- 382 334 58,6 388 30
, HOUR
toad Trend
— Inst. Load

Figure 9: Actudl load (blue) and hourly frend (red) for one hour.

Wind generation also exhibits fluctuations on this time scale, and thereby may increase the
requirement for regulating capacity. The regulation trends are nearly energy neutral (the incremental
energy for the time spent above the trend is equal to that spent below the trend), so the economic
impact is the opportunity cost related to reservmg the necessary amount of generation capacity to
perform this function.

Data from NREL monitoring at the Lake Benton wind plants and the Buffalo Ridge substation was
used to estimate the regulation requirements for the 1500 MW of wind generation in this study.
Figure 10 contains a short sample of this data, which is collected at one second intervals. The graph
shows actual wind generation(in percent of rated capacity) over a 24-hour period for several different
collections of wind turbines, each of which is connected to the Buffalo Ridge substation.
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Figure 10: Typical ddily wind generation for Buffalo Ridge plants data sampied at one second
intervals for 24 hours.

The significant item to note from the figure is that the red trace corresponds to a measurement of 280
individual turbines. The other traces area from subsets of this overall number. Analysis of the data
clearly shows that the fast fluctuations, when expressed as a percentage of the rated capacity of the
turbines comprising the group, declines substantially as the number of turbines increases.

Because of the factors responsible for these fast fluctuations, it can be reasonably concluded that
variations from one group of turbines are not dependent on or related to those from a geographically
separated group. In statistical terms, the variations are uncorrelated.

It is further assumed that the fast fluctuations from a group or groups of wind turbines are not
related to the fast fluctuations in the system load, since there is no plausible explanation for why they
would be related. Of interest here is how the fluctuations of the system load with wind generation
added compare to those from the system load alone. '

For uncorrelated variations, statistics provides a straight-forward way to estimate the characteristics
of the system load and wind combination. For normally-distributed random variables, the standard
deviation of the combination can be computed from the standard deviations of the individual

variables with the following formula:
’ 2
e T Z O-i

The standard deviation of the combination of the variables is the square root of the sum of the
squares of the individual standard deviations.

This statistical property can be applied to the random variables representing the fast fluctuations in
wind generation and the load. In the study scenario, it was assumed that the 1500 MW of wind
generation was actually comprised of 50 individual 30 MW wind plants. The regulation requirement
for each of these plants was estimated to be 5% of the nameplate rating, based on the analysis of the
measurement data from Buffalo Ridge. The standard deviation of the load fluctnations alone was
calculated to be 20.2 MW for 2010. Applying the formula from above, the standard deviation of the
Xcel system load in 2010 plus 1500 MW of wind generation is 22.8 MW.

A translation to regulating requirements can be made by recognizing that for the random, normally-
distributed variables, over 99% of all of the variations will fall within plus or minus three standard

Page 31

2886



Ene

CORPORATION

deviations. So multiplying the results above by three leads to the conclusion that the addition of
wind would increase the regulation requirement by (22.8 - 20.2) x 3 = 7.8 MW.

The “cost” of this incremental regulating requirement can be estimated by calculating the
opportunity cost (revenue less production cost for energy that cannot be sold from the regulating
capacity) for 7.8 MW of generating capacity. Xcel currently employs large fossil units for regulation,
so the production cost is relatively low, around $10/MWHEH. If it is assumed that this energy could be
sold at $25/MWH, the opportunity cost over the entire year would be just over $1,000,000.

' Dividing the total cost by the expected annual energy production of the 1500 MW of wind generation
(using an average capacity factor of 35%) yields an incremental regulation cost of $0.23/ MWEL

Capacity value provides an alternative method for costing the incremental regulation requirement.
Using a value of $10/kW-month or $120/kw-year, the annual cost of allocating an additional 7.8 MW
of capacity to regulation duty comes out to be $936,000, about the same as the number arrived at
through the simple opportunity cost calculation. This number and the previous result are not
additive, however. By either method, the cost to Xcel for providing the incremental regulation
capacity due to the 1500 MW of wind generation in the control area is about $1 million per year.

Unit Commitment and Scheduling - Hourly Impacts

Because many generating units cannot be stopped and started at will, forward-looking operating
plans must be developed to look at the expected demand over the coming days and commit
generation to meet this demand. This plan should result in the lowest projected production cost, but
must also acknowledge the limitations and operating restrictions of the generating resources, provide
for the appropriate amount of reserve capacity, and consider firm and opportunity sales and
purchases of energy.

The approach for quantifying the costs that could be incurred with a significant amount of wind
generation was based on mimicking the activities of the system schedulers, then calculating the costs

“of the resulting plans. The input data for the analysis consisted of hourly load data, wind generation
data, and wind generation forecast data for a two year period. Figure 11 contains a block diagram of
the process. For each day of the two year data set, a reference case was developed that assumed that
the daily energy from wind generation was known precisely, and that it was delivered in equal
amounts over the 24 hours of the day. This reference case was selected since it represents wind as a
resource that would have the minimum impact on the operation of other supply resources.

UT Comaifment Reference System
Craate ‘Flat" (Opllmlzaua:u) Production Cost
Profila far Daily
Wind Energy
H tem
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& Scheduling
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Daily Enesgy
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Hourly Wind Develap DA & Schedule
I Haurly Wind Hased on Forecasts
Dala Gen. Forecast
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Figure 11: Block diagram of methodology used for hourly analysis.

N ex

Page 32

2887



The next set of cases represented the actions of the system schedulers. The projected load and an
hour-by-hour wind generation forecast were input to the unit commitment and scheduling program.
The program then determined the lowest cost way to meet the load and accommodate the wind
generation as it was forecast to be delivered. The forecast wind generation was then replaced by
“actual” wind generation. Then, a simulation of the same day was conducted. However, instead of
allowing the program to change the planned deployment of generating resources, only the resources
available per the plan developed with the wind generation forecast data could be used to meet the
actual load, minus, of course, that load served by wind generation on an hourly basis.

This method was applied to 730 individual days that represented actual loads from 2002 and 2003
(scaled so that the peak matches that for 2010). Wind generation data from the numerical simulation
model for each of the days over those two years represented “actual” wind generation. Using results
from the forecasting experiment of Task 1, an additional time series was created to represent wind
generation forecast data for those years (a comparison of forecast vs. actual as used in this study is
shown in Figure 12). This set contained errors that are consistent with what would be expected from

a wind generation forecast developed on the morning of the previous day (a time horizon of 16 to 40
hours). : '

Table 4 shows the results by month for the hourly analysis. The average hourly integration cost
based on simulation of the commitment and scheduling process for 24 months is calculated to be
$4.37/MWH of wind energy. The assumptions used in the hourly analysis make that cost a relatively
conservative estimate - they are on the higher end of the range of results that could be generated by
varying the assumptions. There appear to be a number of opportunities and mechanisms that would
reduce those costs. The more important of these are related to the emergence of liquid wholesale
markets administered by MISO which would provide an alternative to using internal resources to
compensate for the variability of wind generation. Another is the analysis and development of
algorithms for unit commitment and scheduling that explicitly account for the uncertainty in wind
generation forecasts and lead to operating strategies that “win” more than they “lose” over the longer
term. Closely related to such algorithms are further developments of wind generation forecasting
techniques and analyses that would provide the appropriate input data.
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Figure 12: Wind generation forecast vs. actual for a two week period.
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Table 4: Hourly Integration Cost summary

. - Hourly

Wind Net Incr. HA Energy Integration Load served
Generation Load Served Prod. Cost Cost Cost by Wind
(MWH) (MWH) (k$) (k$) (of Total)
January 465,448 3,765,189 1,949 0 11.0%
February 472,998 3,295,060 1.560 313 12.6%
March 491,883 3,417,066 1,104 94 12.6%
April 485,379 3,139,152 2,564 S8 13.4%
May 400,220 ' 3,294,088 916 240 10.8%
June ' 316,798 3,699,027 930 226 7.9%
July 427,006 4,246,909 3.228 144 2.1%
AUgusT ’ 301,811 4,546,729 2,992 332 6.2%
September 516,199 3,434,343 1,151 539 13.1%
October ’ 478,654 3,382,287 1,607 63 12.4%
November 602,016 3,180,262 1,499 149 15.9%
IDecember 625,926 3,508,015 4,186 0 15.1%
January ’ 532,870 3,476,721 2,003 8 13.3%
February 581,258 2,917,429 1,431 139 16.6%
March 511,552 3,416,137 1,618 89 13.0%
April 501,014 3,122,346 1.579 85 13.8%
May 465,686 3,240,090 604 160 12.6%
June 509,564 3,824,551 198 - 749 11.8%
July 411,140 4,574,548 4,416 426 8.2%
August 430,083 3,982,906 1,732 276 9.7%
September 485,658 3,569,729 2,240 162 12.0%
October 395,261 3,447,750 1.997 362 10.3%
November 435,350 3,295,648 1,309 76 1M7%
IDecember 507,473 3,494,610 1,699 299 127%
Totals 11,351,247 85,270,590 44,531 5,048 M1.7%

Load Following and Intra-hourly Effects

Within the hour, Xcel generating resources are controlled by the Energy Management System to
follow the changes in the load. Some of these changes can be categorized as “regulation”, which was
analyzed in a previous section. Others, however, are of longer duration and reflect the underlying
trends in the load - ramping up in the morning and down late in the day. Still others could be due to
longer-term variations about general load trend with time. The nature of these changes can be simply
quantified by looking at the MW change in load value from one ten minute interval to the next.

Energy impacts would stem from non-optimal dispatch of units relegated to follow load as it changes
within the hour. The faster fluctuations up arid down about a longer term trend, determine the
regulation requirements as discussed before. These fluctuations were defined to be energy neutral -
ie. integrated energy over a period is zero. The energy impacts on the load following time frame’
thus do not include the regulation variations, but are driven by longer term deviations of the control
area demand from an even longer term trend. Additional production costs (compared with those
calculated on an hourly basis, for control area load that remains constant for the hour) result from the
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load following units - dispatched to different and possibly non-optimal operating levels to track the
load variation through the hour. '

The additional costs of this type attributable to wind generation are related, then, to how it alters the
intra-hourly characteristic of the net control area demand. High-resolution load data provided by
Xcel Energy and scaled to the year 2010 along with wind generation data from the numerical
simulation model were analyzed to elicit the characteristics of this behavior at ten-minute intervals.

Figure 13 shows a weekly trend of the changes from one ten-minute interval to the next for the
system load and wind generation. Itis apparent from the plot that the load exhibits significantly
more variability than does wind generation.

MW,
(=]
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Figure 13: Weekly time series of ten-minufe variations in load and wind generation.
An entire year of data - almost 50,000 ten-minute data points - was analyzed to develop a statistical
distribution of these changes (Figure 14). The results show that wind generation has only a minor

influence on the changes from one interval to the next, and most of the effect i isto increase the
relatively small number of larger-magnitude changes.
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Figure 14:  Control area net load changes on ten minute intervals with and without wind generation.
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The same data was also analyzed to examine the variation from a longer term trend that tracks the
hour-by-hour daily load pattern. The distributions of these variations with and without wind
generation over the year of data are shown in Figure 15, »
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Figure 15: Variation at ten-minute increments from daily “frend" pattern, with and without wind
generation.

The numerical results are similar to those described previously that considered the absolute changes
on ten-minute increments. The standard deviation of the distribution of deviations from the hourly

“trend for the load only is 53.4 MW; with wind generation in the control area, the standard deviation

increases to 64 MW.

In the earlier study, results from simulations of a limited number of “typical” hours along with
several simplifying assumptions were extrapolated to annual projections. A cost impact of
$0.41/MWH was assigned to wind generation due the variability at a time resolution of five minutes.
However, one of the major simplifications was that only the wind generation exhibited significant
variability from a smooth hourly trend, so that all costs from the intra-hourly simulations beyond
those calculated at the hourly level could be attributed to wind generation.

The data analyses here lead to a different conclusion. The system load does vary significantly about a
smoother hourly trend curve, and may also vary substantially from one ten-minute interval to the
next. With this as the backdrop, it was shown that the addition of wind generation to the control area
would have only slight impacts on the intra-hour variability of the net control area demand. It also
appears that the corresponding changes in wind generation and those in the system load are
uncorrelated, which substantially reduces the overall effect of the variations in wind generation
within the hour.

In quantitative terms, for the system load alone, just over 90% of the ten-minute variations from the

hourly trend value are less than 160 MW. With wind generation, that percentage drops to 86%, or
stated another way, 90% of the ten-minute variations from the hourly trend value are less than 180
MW. '

The original project plan called for simulations to be used for quantifying the energy cost impacts at
the sub-hourly level. This was the approach taken in the earlier study of the Xcel system, and
thought to be the most direct method for this assessment.. In light of the results of the intra-hourly
data analysis, it was determined detailed chronological simulations would be of very limited value
for determining any incremental cost impacts for intra-hourly load following. With a very slight
effect on the characteristics of the intra-hourly control area demand characteristic as evidenced by the
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approximately 10 MW change in the standard deviations, calculated effects on production cost would
likely be in the “noise” of any deterministic simulations.

Based on the analysis here, it is concluded that the $0.41/MWH of wind generation arrived at in the
previous study was artificially high since the load was assumed to vary smoothly during the hour.
Also, the statistical results presented here support the conclusion that the increase in production cost
_on an intra-hourly basis due to the wind generation considered here would be negligible.

The results do show, however, that wind generation may have some influence on control
performance as the number of large deviations from one interval to the next or from the longer-term
" trend of the net control area demand is significantly increased. An expansion of the distributions of
ten-minute changes with and without wind generation is shown in Figure 16. Wind generation
sibstantially increases the number of larger-magnitude excursions over the course of the year.
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Figure 14: Expanded view of Figure 14.

The total number of these large excursions is not significant from an energy standpoint, since the
number is a small fraction of the total number over the year. There are implications, however, for
control performance of the Xcel system. To assess this potential impact, increases in the occurrences
of control area demand change of a given magnitude were “counted”. Table 5 shows the number of
occurrences over the sample year of data where the net control area load (load minus wind

* generation) changed more than a given amount (up or down) in one ten minute period.

TnerNex

A Page 37
CORPQRATION

2302



Table 5: Ten-minute Variations in Control Area Demand, with and wi’rhqu? Wind Generation

# of Occurrences

Sysiem I.oud with

With a ramping capability of 140 MW per ten minute period, control performance (CPS2, in NERC
terminology) would be comfortably above the minimum requirement with or without wind
generation. Or, from another perspective, if the current CPS2 performance is 94%, maintaining that
performance level with the addition of 1500 MW of wind generation would require somewhere
between 1 and 2 MW /minute of additional load following capability.

Conclusions

The analysis conducted in this task indicates that the cost of integrating 1500 MW of wind
generation into the Xcel control area in 2010 are no higher than $4.60/MWH of wind generation, and
are dominated by costs incurred by Xcel to accommodate the significant variability of wind
generation and the wind generation forecast errors for the day-ahead time frame.

The total costs include about $0.23/MWH as the opportunity cost associated with an 8 MW increase
in the regulation requirement, and $4.37/MWH of wind generation attributable to unit commitment
and scheduling costs. The increase in production cost due to load following within the hour was
determined by a statistical analysis of the data to be negligible. The intra~-hour analysis also showed
that an incremental increase in fast ramping capability of 1-2 MW /minute would be necessary to
maintain control performance at present levels. This specific impact was not monetized.

The analytical approach for assessing costs at the hourly level in this study compares the actual
delivety of wind energy to a reference case where the same daily quantity of wind energy is
delivered as a flat block. In addition to costs associated with variability and uncertainty, the total
integration cost then will contain a component related to the differential time value of the energy
delivered. If more wind energy is actually delivered “off-peak” relative to the reference case, when
marginal costs are lower, this differential value will show up in the integration cost. The total
integration cost calculated by this method is still a meaningful and useful value, but care must be
taken not to ascribe all of the integration cost to uncertainty and variability of wind generation
output.

Wind generation also results in a much larger ramping requirement from hour to hour. The costs
associated with this impact are captured by the hourly analysis, as the unit commitment and schedule
must accommodate any large and sudden changes in net control area demand in either the forecast
optimization case, or in the simulation with actual wind generation. -In the optimization case that
utilizes wind generation forecast data, generating resources must be committed and deployed to
follow control area demand while avoiding ramp rate violations. In the simulation cases with actual
wind generation, changes due to wind generation that cannot be accommodated result in “unserved
energy” in the parlance of the unit commitment software, which really means that it must be met
through same-day or more probably next-hour purchases.
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Same specific conclusions and observations include:

1. While the penetration of wind generation in this study is low with respect to the projected
system peak load, there are many hours over the course of the year where wind generation is-
actually serving 20 to 30% (or more) of the system load. A combination of good plans, the
right resource mix, and attractive options for dealing with errors in wind generation forecasts
are important for substantially reducing cost impacts.

2. That said, the cost impacts calculated here are likely to be somewhat overstated since little in
the way of new strategies or changes to practices for short-term planning and scheduling
were included in the assumptions, and since the hour-ahead adjustments in the study are
made at a price closer to the marginal cost of internal resources than those in a liquid
wholesale energy market.

3. The incremental regulation requirement and associated cost for accommodating 1500 MW of
wind generation, while calculable, is quite modest. The projected effect of geographic
diversity together with the random and uncorrelated nature of the wind generation
fluctuations in the regulating time frame, as shown by the statistical analysis, have a dramatic
impact on this aspect of wind generation.

4. Large penetrations of wind generation can impact the hourly ramping quujréments in
almost all hours of the day. On the hourly level, this results in deployment of more resources

to follow the forecast and actual ramps in the net system load, thereby increasing production
costs. :

5. Wind generation integration costs are sensitive to the deployment of units, which is also a
function of the forecast system load. The results seem to indicate that these costs can be high
over a period when expensive resources are required to compensate for the hourly
variability, even when the total wind generation for the period might be low.

6. For the study year of 2010, the cost of integrating 1500 MW of wind generation into the Xcel-
NSP control area could be as high as $4.60/MWH of wind energy where the hour-by-hour
forecast of wind for 16 to 40 hours ahead has a mean absolute error of 15% or less. The total
integration cost is dominated by the integration cost at the hourly level, and assumes no

significant changes to present strategies and practices for short-term unit commitment and
scheduling.

7. The MISO market cases demonstrate that the introduction of flexible market transactions to
assist with balancing wind generation in both the day-ahead scheduling process and the day
one hour ahead has a dramatic positive impact on the integration costs at the hourly level.
For example, in August the hourly cost was reduced by two thirds.

Results of the hourly analysis are considered to be quite conservative - they are on the high end of
the range of results that could be generated by varying the assumptions. While the methodology is
relatively robust and thought by the researchers to be straightforward and consistent with industry
practice, a number of assumptions were made to facilitate analysis of a large set of sample days - two
years of days unique in peak load, load pattern, actual and forecast wind generation. The input data
for the hourly analysis was developed in such a way that any correlations between Xcel control area
load and the wind resource in the upper Midwest are actually embedded in the datasets.

Much of the conservatism in the hourly analysis stems from the simplification of many decisions that
would be made by knowledgeable schedulers, traders, and system operators to reduce system costs
and/ or increase profits. This leads to the use of resources which are under the control of the unit
commitment program to accommodate the variability of wind generation and the day-ahead wind
generation forecast errors. In months with higher electric demand, these resources can be relatively

expensive.
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Energy purchases and sales are a potential alternative to internal resources. In the hourly analysis,
these transactions were fixed, not allowing for the day-ahead flexibility that might currently exist for
judicious use of inexpensive energy to offset the changes in wind generation. Optimizing these
transactions day by day would have prevented evaluation of the statistically significant data set of
load and wind generation, and would have been to difficult to define objectively.

Given the likely sources of the integration cost at the hourly level, it is apparent that a better strategy
for purchase and sale transactions scheduled even day-ahead would reduce integration costs at the
hourly level. This leads naturally to considering how wholesale energy markets would affect wind
integration costs. '

The planning studies conducted by MISO show that wholesale energy is relatively inexpensive in the
upper Midwestern portion of their footprint. Transmission constraints do come into play on a daily
and seasonal basis, but interchange limits for most of Minnesota are reasonably high relative to the
amount of wind generation considered in this study. The ability to use the wholesale energy market
as a balancing resource for wind generation on the hourly level has significant potential for reducing
the integration costs identified here. ‘

Wholesale energy markets potentially have advantages over bi-lateral transactions as considered
simplistically in this study. In day-ahead planning, for example, it would be possible to schedule
variable hourly transactions consistent with the forecast variability of the wind generation.
Currently, day-ahead bi-lateral transactions are practically limited to profiles that are either flat or
shapeable to only a limited extent. Hour-ahead purchases and sales at market prices would provide
increased flexibility for dealing with significant wind generation forecast errors, displacing the more
expensive units or energy fire sales that sometimes result when relying on internal resources.
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Overview and Summary

In just five years from 2000-2005, wind energy has become a significant resource on
many electric utility systems, with over 50,000 MW of nameplate capacity installed
worldwide at the end of 2005. Wind energy is now “utility scale” and can affect utility
system planning and operations for both generation and transmission. The utility
industry in general, and transmission system operators in particular, are beginning to take
note. At the end of 2005, the Power Engineering Society (PES) of the Institute of
Electrical and Electronic Engineers (IEEE) published a special issue of its Power &
Energy Magazine (Volume 3, Number 6, November/December 2005) focused on
integrating wind into the power system. This document provides a brief summary of
many of the salient points from that special issue about the current state of knowledge
regarding utility wind integration issues. It does not support or recommend-any particular
course of action or advocate any particular policy or posmon on the part of the
cooperating organizations.

The discussion below focuses on wind’s impacts on the operating costs of the non-wind
portion of the power system and on wind’s impacts on the electrical integrity of the
system. These impacts should be viewed in the context of wind’s fotal impact on reliable
system operation and electricity costs to consumers. The case studies summarized in the
magazine address early concerns about the impact of wind power’s variability and . -
uncertainty on power system reliability and costs. Wind resources have impacts that can
be managed through proper plant mterconnectlon integration, transmission planning, and
system and market operations.

On the cost side, at wind pene‘trations of up to 20% of system peak demand, system
operating cost increases arising from wind variability and uncertainty amounted to about
10% or less of the wholesale value of the wind energy. ! These incremental costs, which
can be assigned to wind-power generators, are substantially less than imbalance penalties
generally imposed through Open Access Transmission Tariffs under FERC Order No.
888. A variety of means — such as commercially available wind forecasting and others
discussed below — can be employed to reduce these costs. In many cases, customer
payments for electricity can be decreased when wind is added to the system, because the
operating-cost increases could be offset by savings from displacing fossil fuel generation.

Further, there is evidence that with new equipment designs and proper plant engineering,
system stability in response to a major plant or line outage can actually be improved by
the addition of wind generation. Since wind is primarily an energy — not a capacity —
source, no additional generation needs to be added to provide back-up capability
provided that wind capacity is properly discounted in the determination of generation

These conclusions will need to be reexamined as results of higher-wind-penetration studies -- in the range
of 25% to 30% of peak balancing-area load -- become available. However, achieving such penetrations is
" likely to require one or two decades. During that time, other significant changes are likely to occur in both
the makeup and the operating strategies of the nation’s power systems. Depending on the evolution of
public policies, technological capabilities, and utility strategic plans, these changes can be either more or
~Jess accommodating to the natural characteristics of wind power plants.
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capacity adequacy. However, wind generation penetration may affect the mix and
dispatch of other generation on the system over time, since non-wind generation is
needed to maintain system reliability when winds are low.

Wind generation will also provide some additional load carrying capability to meet
forecasted increases in system demand. This contribution is likely to be up to 40% of a
typical project’s nameplate rating, depending on local wind characteristics and
coincidence with the system load profile. Wind generation may require system operators
to carry additional operating reserves. Given the existing uncertainties in load forecasts,
the studies indicate that the requirement for-additional reserves will likely be modest for
broadly distributed wind plants. The actual impact of adding wind generation in different
balancing areas can vary depending on local factors. For instance, dealing with large
wind output variations and steep ramps over a short period of time could be challenging
for smaller balancing areas, depending on the specific situation.

The remainder of this document is divided into four sections: wind plant interconnection,

wind plant integration, transmission planning and market operation, and accommodating
more wind in the future.

Wind Plant Interconnection

e Wind power plant terminal behavior is different from that of conventional power
plants, but can be compatible with existing power systems. With current
technology, wind-power plants can be designed to meet industry expectations
such as riding through a three-phase fault, supplying reactive power to the system,
controlling terminal voltage, and participating in SCADA system operation.

o Increased demands will be placed on wind plant performance in the future.
Recent requirements include low voltage ride-through capability, reactive power
control, voltage control, output control, and ramp rate control. Future
requirements are likely to include post-fault machine response characteristics
more similar to those of conventional generators (e.g., inertial response and
ZOVErnor response).

* Better dynamic models of wind turbines and aggregate models of wind plants are
needed to perform more accurate studies of transmission planning and system
operation. '

o In areas with limited penetration, modern wind plants can be added without
degrading system performance. System stability studies have shown that modern
wind plants equipped with power electronic controls and dynamic voltage support
capability can improve system performance by damping power swings and
supporting post-fault voltage recovery.

* Because of spatial variations of wind from turbine to turbine in a wind plant — and
to a greater degree from plant to plant — a sudden loss of all wind power on a
system simultaneously due to a loss of wind is not a credible event.

Wind Plant Integration

e Utility planners traditionally view new generation primarily in terms of its
capacity to serve peak demand. But wind is primarily an energy resource. Its

2
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primary value lies in its ability to displace energy produced from the combustion
of fossil fuels and to serve as a hedge against fuel price risk and future restrictions
on emissions.

e The addition of a-wind plant to a power system does not require the addltlon of
any backup conventional generation since wind is used primarily as an énergy
resource. In this case, when the wind is not blowing, the system must rely on
existing dispatchable generation to meet the system demand.

e Wind plants provide additional planning reserves to a system, but only to the
extent of their capacity value. Capacity for day-to-day reliability purposes must
be provided through existing market mechanisms and utility unit commitment
processes. '

e The capacity value of wind generation is typically up to 40%.of nameplate rating,
and depends heavily on the correlation between the system load profile and the

~ wind plant output. | B

e The addition of a wind plant to a power system increases the amount of vanablhty
and uncertainty of the net load. This may introduce measurable changes in the
amount of operating reserves required for regulation, ramplng and load-following.
Operatmg reserves may consist of both spinning and non-spinning reserves. In
two major recent studies, the addition of 1,500 MW and 3,300 MW of wind (15%
and 10%, respectively, of system peak load) increased regulation requirements by
8 MW and 36 MW, respectively, to maintain the same level of NERC control
performance standards.

e Fluctuations in the net load (load minus wind) caused by greater variability and
uncertainty introduced by wind plants have been shown to increase system
operating costs by up to about $5/MWH at wind penetration levels up to 20%.
The greatest part of this cost is associated with the uncertainty introduced into
day-ahead unit commitment due to the uncertainty in day-ahead forecasts of real-
time wind energy production.

e The impact of adding wind generation can vary dependmg on the nature-of the
dispatchable generating resources available, market and regulatory environment,
and characteristics of the wind generation resources as compared to the load.
Dealing with large output variations and steep ramps over a short period of time
(e.g., within the hour) could be challenging for smaller balanomg areas,
depending on their specific situation.

e Wind’s variability cannot be treated in isolation from the load variability inherent
in the system. Because wind and load variability are statistically uncorrelated, the
net increase of variability due to the addition of wind is less than the variability of
the wind generation alone.

» Commercially available wind forecasting capability can reduce the costs
associated with day-ahead uncertainty substantially. In one major study, state-of-
the-art forecasting was shown to provide 80% of the benefits that would result
from perfect forecasting.

e Implementation of wind-plant-output forecasting in both power market operatlon
and system operations planning in the control room environment is a critical next
step in accommodating increasing amounts of wind penetration in power systems.
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Transmission Planning and Market Operation

Upgrades or additions to transmission facilities may be needed to access locations
with large wind-energy potential. Current transmission planning processes are
able to identify solutions to transmission problems, but the time required for
implementation of solutions often exceeds wind-plant permitting and construction
times by several years.

Well-functioning hour-ahead and day-ahead markets prov1de the best means of
addressing the variability in wind plant output.

Energy imbalance charges based on actual costs or market prices provide
appropriate incentives for accurate wind forecasting. Since wind plant operators
have no control over the wind, penalty charges applied to wind imbalances do not

‘improve system reliability. Market products and tariff instruments should

properly allocate actual costs of generation energy imbalance.

Wind turbine output or ramp rates may need to be curtailed for limited periods of -
time to meet system reliability requirements economically.

Consolidation of balancing areas or the use of dynamic scheduling can improve

system reliability and reduce the cost of integrating additional wind generation
into electric system operation.

Accommodating More Wind in the Future

Understanding and quantifying the impacts of wind plants on utility systems is a

critical first step in identifying and solving problems.

A number of steps can be taken to improve the ability to integrate increasing

amounts of wind capacity on power systems. These include:
o Improvements in wind-turbine and wind-plant models

Improvements in wind-plant operating characteristics

Carefully evaluating wind-integration operating impacts

Incorporating wind-plant forecasting into utility control-room operations

Making better use of physically (in contrast with contractually) available

transmission capacity

Upgrading and expanding transmission systems

Developing well-functioning hour-ahead and day-ahead markets, and

expanding access to those markets

o Adopting market rules and tariff provisions that are more appropriate to
weather-driven resources

o Consolidating balancing areas into larger entities or accessing a larger
resource base through the use of dynamic scheduling.

O O 0O

o O

The Power & Energy Magazine articles summarized in this document are available to
IEEE PES members at the following link:

http://www.ieee.org/portal/site/pes/menuitem.bfd2bef5a56080581b2275875bac26¢8/inde

x.jsp?&pName=pes home

and to UWIG members at www.uwig.org through the Members link.
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Introduction and Background

During 2005 approximately 2,500 MW of wind capacity was added in the United States, which brought installed wind
capacity to about 9,150 MW. Although the total wind capacity in the United States is less than in some countries, wind
energy has caught the attention of some utilities that depend on natural gas to generate power. There is evidence that
wind development will continue at significant levels in the United States for the next several years, although it may be

. sensitive to a number of factors that include transmission availability, wind turbine availability, prices of wind

technology and competing fuels, production tax credit availability, and states’ renewable portfolio standards (RPSs).

This trend has helped induce electricity providers to investigate the potential impact of wind on the power system.
Because of wind power’s unique characteristics, many concerns are based on the increased variability that wind
contributes to the grid, and most U.S. studies have focused on this aspect of wind generatlon Grid operators are also
concerned about the ability to predict wind generation over several time scales.

In this report we discuss some recent studies that have occurred in the United States since our previous work {2, 3]. The
key objectives of these studies were to quantify the physical impacts and costs of wind generation on grid operations
and the associated costs. Examples of these costs are (a) committing unneeded generation, (b) allocating more load-
following capability to account for wind variability, and (c) allocating more regulation capacity. These are referred to
as “ancillary service” costs, and are based on the physical system and operating characteristics and procedures. This
topic is covered in more detail by Zavadil et al. [4].

Time Frames of Wind’s Impact

Wind can have an impact on several time scales that correspond to grid operations. The shortest is generally in the
range of milliseconds to seconds, and is the domain of system dynamic stability studies. Most wind integration studies

* Portions of this paper have been adapted from IEEE Power & Energy, November/December 2005 [1].

** Employees of the Midwest Research Institute under Contract No. DE-AC36-99G010337 with the U.S. Dept. of
Energy have authored this work. The United States Government retains, and the publisher, by accepting the article for
publication, acknowledges that the United States Government retains a non-exclusive, paid-up, irrevocable, worldwide

license to publish or reproduce the published form of this work, or allow others to do so, for the United States
Government purposes.
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focus on longer time scales, but the stability tifne frame is a concern and recent developments in the United States have
addressed this issue. The most important is the Federal Energy Regulatory Commission (FERC) limited grid code for
wind plants, contained in FERC Order 6614, issued in December 2005 [5]. This ruling addresses the issues of low-

voltage ride-through, reactive power supply, and Supervisory Control and Data Acquisition (SCADA) system
requirements

Figure 1 illustrates the key time frames that correspond to utility/grid operations and that have been the focus of most
integration studies. In the United States, the regulation time frame is the period during which generation automatically
responds to deviations in load or load net wind. This capability is typically provided via automatic generation control,
and is a capacity service generally covering seconds to several minuies. Integrating wind into the system would have an
impact on regulation requirements for the system, and might require addltlonal regulation capability. In the United
States there are two controlled performance standards, CPS-1 and CPS-2", control area operators/balancing authorities
follow.

tans of minutan 1o hours

day
{oad Schaduling
Following

——
sscanda 1o mirtea
Ragulation

Figure 1. Time frames for wind impacts

The second time frame is load following. This is a longer period during which generating units are moved to different
set points of capacity, subject to various operational and cost constraints. Load following involves capacity and energy,
and corresponds to time scales that may range from 10 minutes to a few hours. Loads can typically be forecast with
reasonable accuracy and overall correlation between individual loads tends to be high in this time frame. Generating
units that have been previously committed, or can be started quickly, can provide this service, subject to physical
constraints. Beyond the maximum and minimum generation constraints, the ramping constraint (ability to move in
MW/minute) may be affected by significant wind generation on the system. In systems with little or no wind, the
changes in load in this time frame can be predicted with varying degrees of accuracy. To the extent that forecasts are
wrong, the system operator must deal with the resulting system 1mbala.nce Significant wind capacity can increase the
uncertainty and cost in this time frame.

* These control performance standard cover short-term frequency variations (CPS-1) and Jonger term imbalance limits
(CPS-2) on a statistical basis.
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Planning for the required quantity of generation and load following capability involves the unit commitment time
frame, which can range from several hours to a few days. Scheduling too much generation can increase costs
needlessly, whereas insufficient generation could have a cost component (buying at high market prices or running

expensive quick-start units) and a reliability component (if sufficient generation has not been started and is not
available on short notice).

Most of the studies described liere estimate the increased cost of managing a system with significant wind generation.
The studies approach the cost question by starting with the physical behavior of the system without wind, then detailing
how that physical behavior is affected by wind power plants. The primary objective of the studies is to take the view of
the system operator, whose goal is to obtain system balance within required limits. Although U.S. terminology differs
somewhat from that in Europe, the key physical issues and time frames are Very similar. The imbalance impacts of
wind are seen as unscheduled interchanges or frequency changes on the system when the balancing area cannot respond

- quickly enough to changes in load or wind. The impacts of wind on conventional generation are best analyzed over

several time scales that correspond to system operation, ranging from automatic response (regulation in the United
States) of units on automatic géneration control, to spinning or standing reserve response (load-following in the United
States). From the contro! room, wind variability is combined with load variability over these time scales, along with
unscheduled deviations from some conventional generators. This net load is seen by the operator and must be balanced.

Although the analytical tools differ somewhat, several common elements in the analyses have taken place in the United
States. o ' ‘ )

Most of the studies we summarize here are cost-of-service studies that examine the cost of wind in the context of
regulated utilities. Other studies, such as the one carried out in New York (discussed below) are market studies that do
not directly calculate cost impacts. Because of this approach, the results of the market-based studies cannot be directly
compared with ancillary cost studies. .

Xcel Energy North (Minnesota) )
Xcel Energy North serves parts of North Dakota, South Dakota, Minnesota, Michigan, and Wisconsin. The power
system is summer peaking with a peak demand of approximately 8,000 MW in 2002 projected to rise to approximately

10,000 MW by 2010. Total system generation is approximately 7,500 MW with the difference made up by power
purchases.

Minnesota Department of Commerce Study (September 2004)

In 2004, a follow-up to an earlier study of the Xcel North system was completed by EnerNex Corporation on behalf of
Xcel Energy and the Minnesota Department of Commerce. This study aiso focused .on operating impacts but at the
higher level of 1,500 MW of wind generation (15% penetration in 2010). It determined the incremental costs that
resulted from plans and procedures needed to accommodate wind generation and maintain the reliability and security of
the power system.

Meteorological simulations were carried out by WindLogics, then combined with archived weather data to recreate the
weather for use in the study analysis. Benefits of geographic dispersion of the wind plants and of wind forecasting were
also demonstrated. Figure 2 illustrates the area of meteorelogical modeling that was used to simulate 3 years of 10-
minute wind speed data, subsequently converted to wind power output for the system simulations.

The costs of integrating 1,500 MW of wind generation into the Xcel North control area in 2010 are no higher than
$4.60/MWh of wind generation and are dominated by costs incurred by Xcel Energy in the day-ahead time frame to
accommodate the variability of wind generation and associated wind-generation forecast errors. The total costs include
about $0.23/MWh resulting from an 8-MW increase in regulation requirements and $4.37/MWh resulting from
scheduling and unit commitment costs. The study characterized these results as conservative, since improved strategies
for short-term planning and scheduling and the full impact of new regional markets were not considered. Load
following impacts were calculated, but because they were quite small, the cost was judged to be insignificant. Figure 3
shows the impact of wind on morning load pickup and evening ramp-down.

This study also calculated wind capacity credit as a percentage of installed wind. Several modeling approaches and
different wind configurations were used to determine the capacity values, which were 26%—34%.
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California Independent System Operator (CAISO)

In response to legisiation in California that established an RPS, the California Energy Commission (CEC) and
California Public Utilities Commission established a team to examine the integration costs of all existing renewable
power sources in the state. The analysis of wind generation was based on the three main California wind resource
areas—Altamont, San Gorgonio, and Tehachapi—for 2002. The contribution that wind (and the other renewables)
makes to system variability was estimated and CAISO regulation prices were used to estimate the cost of wind’s
regulation impact. The maximum regulation costs were $0.46/MWh of wind generation, but varied somewhat
depending on the resource area. '

To estimate the impact on the load-following time scale, data on system load and renewable generation were analyzed.
The energy market operated on & 10-minute interval during the study period. The analysis focused on potential
distortions to the dispatch stack that would result from swings in renewable generation. However, because of the
numerous conventional generators available for redispatch, no measurable impact was found.

Unit commitment is not the responsibility of the CAISO. Once bids have been accepted, generators assume this
responsibility, and associated costs are assumed to be reflected in bids. Hence, the impact of wind variability on costs
in the unit-commitment time frame was not assessed.

Capacity value for wind was 23%—25% of rated capacity. However, because discrepancies surrounded the actual
installed capacity, these values are felt to be somewhat imprecise. Capacity value was sensitive to hydro dispatch,
interchange schedules, and conventional unit maintenance schedules. The Phase I and Phase II teports discuss these
and other results.

During the analysis, several data anomalies were uncovered. Most data were obtained from the CASIO plant
information (PI) database, which records massive quantities of power system data from various metering systems.
Because of the large volume of data, the PI data are fed through a compression algorithm to save storage space. Some
irregularities in the system data suggested that the compression algorithm may have artificially smoothed some of the
high-rate (1-second) data. During early parts of Phase III, some additional anomalies appeared in some data sets during
data dropouts. The automatic data correction algorithms appeared to interpolate between good data points even if the
dropout period spanned long periods of time (in some cases, several months). Additional data were obtained from the
utilities to address these issues and were incorporated in a subsequent multi-year study (below). The Phase III report
made specific recommendations for quality assurance and testing of data that would be critical to assessing the impact
of wind and other renewable energy technologies as penetration continues to increase on the CAISO system.

A multiyear study of the RPS integration cost that covers 2002-2004 is complete and is presently under review by the
CEC. This final project report will be released very soon. An additional, separate study is also underway to analyze the
operational issues that would be posed by higher penetrations of wind than are on the California system. This study is
on behalf of the CEC, managed by Kevin Porter, Exeter Associates, with principal analytic work by GE Energy, Davis
Power Consultants and AWS TrueWind. Results are anticipated in late 2006. This new study will analyze the impact of
wind from a market-based approach, and is anticipated to be similar to the NYISO study that was carried out by GE
Energy in New York, as discussed below.

New York Independent System Operator (NYISO)

This work, comipleted in early 2005, was conducted by GE Energy for the NYISO with primary support from the New
York State Energy Research and Development Authority (NYSERDA). Wind resource projections were provided by
AWS TrueWind. The project was motivated by an RPS that may result in some 3,000 MW of new wind generation in
New York within the next ten years. In light of wind’s natural variability, the NYISO wanted to understand the impacts
of a substantial amount of wind generation on the operation of the New York electric power network. The study
addressed 3,300 MW of wind in a system that serves a customer load projected at about 34,000 MW in the 2008 study
year. The key question was whether the system would be able to handle 10% wind penetration without major
difficnlties. Figure 4 shows the relative locations of wind plants used in the analysis.

This study is the most comprehensive U.S. wind integration assessment conducted to date. It encompassed all the time
frames discussed above, and estimated system operating costs, impacts on customer payments, reductions in emissions
from conventional power plants, and the impacts of wind forecasting. The New York system is operated as a single
large balancing authority, and has well-functioning hour-ahead and day-ahead wholesale markets into which generators
bid energy. Bids are accepted until projected demand is met on an hour-by-hour basis, and all accepted bidders—
including wind plants, which bid at zero price—are paid the highest accepted bid price.

This study has estimated wind’s total cost impact on the operation of the system. Increases in costs associated with
regulation, load following, and generation scheduling that stem from wind’s variability are combined with savings
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resulting from fossil fuel displacement. The wind resource was modeled from weather data for the period 2001 and
2002, and was combined hourly with corresponding coincident load and generation data scaled to the projected 2008
peak demand. Geographic diversity of the wind was captured by using wind data that corresponded to a number of
locations. Figure 5 shows an hourly trace of wind generation and load for one week.

Figure 4. Location of NY wind plants from NYISO/GE Study

The overall conclusion from the study was that the New York State power system can reliably accommodate at least
3,300 MW (10%) of wind generation with only minor adjustments to its planning, operating, and reliability practices.
No increase in spinning reserve would be required, and 36 MW of additional regulation would be needed to maintain
frequency at the no-wind level. The total impact on variable operating costs for the study year—including impacts of
wind variability and fuel savings—was a reduction of $335 million. Fuel displaced by wind was primarily natural gas,
which was conservatively priced at $6.50—6.80/MMBtu. Total system variable cost savings increase from $335 million
to $430 million when state of the art forecasting is considered in unit commitment. Perfect forecasting provided an
additional benefit of about $25 million.

Reductions in load payments ranged from $515 million to $720 million, with higher savings resulting from state of the
art forecasts. Revenue paid to the wind generators was $305 million, or about $0.035/kWh. This amount is consistent
with the terms of typical power purchase agreements between wind plant owners and purchasing utilities that were in
effect during the study period. This indicates that wind offers a viable business opportunity in New York.

A loss of load probability approach was used to calculate the capacity credit of wind. A unique feature of the analysis
was the recognition of the transmission constraint between some wind areas and load areas. Average on-shore capacity

value was about 9% of rated capacity, and off-shore was 36%.

Xcel Energy West {Colorado)

-The EnerNex-WindLogics team is conducting this study for Xcel Energy’s Public Servxce of Colorado unit. Wind

penetrations of 10% and 15% have been studied, and a 20% case was performed by scaling up the 15% wind
generation case (this scaling likely overestimates the additional variability imposed by wind on the power system). The
methodology is similar to that employed in the MN DOC study, although an additional element was required to assess
the impacts on gas purchases, consumption, and storage. Traditionally, gas decisions must be made—and lived with—
every day. As a result, higher penetrations of wind are likely to require additional gas storage, which results in an
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additional cost impact from wind’s variability. As in the Minnesota study, the intra-hour load-following cost was

negligible, and the major impact was related to differences between the hour-by-hour commitment schedule and the net
of load and wind.
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Figure 6. Standard deviation of day ahead forecast errors in NY

Another interesting aspect of this study is the 300 MW pumped-storage unit in Xcel’s service territory. At 10% wind
penetration, the flexibility offered by the pumped storage unit reduced the integration cost by $1.30/MWh.
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Figure 7 shows the region in Colorado that was used for prospective wind plant locations, and Table 1 illustrates some
of the results from the integration cost study.
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Figure 7. Region for wind plants in Xcel Energy West study
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Table 1. Results from Xcel Energy West integration study

Pl | 0% 15% 20%7
Hourly Analysis $2.26/MWh $3.32/MWh $6.57/MWh
Regulation $0.20/MWh $0.20/MWh $0.20/MWh
Gas Supply (1) $1.26/MWh $1.45MWh $2.10/MWh
Total >$3.7VZIMWh $4.97/MWh $8.87/MWh?

Table Notes: k
(1) Costs include the benefit of additional gas storage
(2) Rough results obtained from scaling wind from the 15% case

The Xcel Energy West study provides additional useful insights relative to natural gas supply and management. The
additional gas storage required o accommodate wind’s variability and uncertainty would provide a winter-summer
seasonal hedging benefit to the system of about $1.00/MWh of wind energy at 15% penetration. And in a much more
extensive assessment of wind’s role in hedging against swings and spikes in natural gas prices, researchers at Lawrence
Berkeley National Laboratory find wind energy hedge values of about $5.00/MWh of wind [11].

Results Summary and Discussion

Key results from these and other studies are summarized in Table 2:

Table 2. Wind impacts on system operating costs

[Date

Study 'Wind [Regulation {Load Unit Commit- |Gas Total
: Capacity Cost [Following ment Cost Supply Operating
Penetration  |($/MWh) [Cost ($/MWh) Cost Cost Impact
(%6) (5/MWh) (3MWh)  [($/MWh)
May 03 Xcel-UWIG 3.5 0 0.41 1.44 na 1.85 -
Sep 04 X cel-MNDOC 15 0.23 na 4.37 na 4.60
Tuly 04 CA RPSPhase ITT 14 0.46 (1) na [Na na na
June 03 We Energies 4 1.12 0.09 0.69 na 1.90
Pune 03 We Energies 29 1.02 0.15 1.75 na 2.92
2005 PacifiCorp 20 0 1.6 3.0 . na : 4.6
April 06  |Xcel-PSCo 10 0.20 jna 2.26 1.26 3.72
lApril 06 [Xcel-PSCo 15 0.20 na 3.32 1.45 4.97
iApril 06  [Xcel-PSCo (2) 20 0.20 na 6.57 2.10 8.87
Table Notes:

(1) Represents maximum regulation cost for all wind resource areas
(2) Preliminary results based on scaling wind generation from the 15% case, therefore likely overestimates cost impacts



The results in Table 2 show that the aricillary service impacts of wind from the recent studies are in line with studies
that we have previously examined [6]. The Xcel studies represent significant steps forward in the analysis, by using
detailed wind profiles developed to represent the wind behavior coincident with load. The Xcel Energy West study
illustrates that there is not a one-size-fits-all answer to the wind integration question, and applies a method to analyze
the impacts on a gas-constrained system where gas purchases are made in advance. The California multiyear study
applies the methods to three years of data that were collected by the ISO and utilities that purchase the wind output. Ali

this recent work points to the desirability of using multiple years of time-synchronized wind and load data to obtain
more robust results.

Capturing the spatial variations of wind—both within an individual wind plant and across the entire region
considered-—is also important, since these variations significantly mitigate impacts.

Conclusions and Insights

Given the work that has been done, several conclusions are emerging. Although wind imposes additional operating
costs on the system, these costs are moderate at penetrations expected over the next 5-10 years. These results are
expected to apply as additional wind generation is developed in the next few years in response to state government
RPSs, although wind integration costs will increase with penetration. ) ’ : N

Large, diverse balancing areas with robust transmission tend to reduce wind’s impact and ancillary service cost. At
current U.S. levels, the impact on regulation and load following appear to be modest, and the unit commitment time
scale appears to be more important. In this time scale wind forecasts can play a more prominent role, and
improvements in forecasting technology will certainly mitigate wind’s integration costs. As wind penetration increases
in the United States, better forecasting is expected to play a more important role. To be effective, forecasts do not need
to be perfect, although increasing accuracy tends to reduce costs. It is possible that at some point the incremental cost
of forecast improvements will outweigh the incremental benefits that accrue from increased accuracy.

Aside from large balancing areas, other factors can mitigate wind impacts. If* several adjacent balancing areas can
develop cooperative arrangements or markets for ancillary services, larger quantities of wind could be absorbed
because of the greater load and wind diversity that would be expected across broader regions. This could be captured

by larger balancing areas, but other means of tapping this potential can be used. This is discussed further by Kirby and
Milligan [7].

There is also some evidence that system operators will become more familiar with wind after working with it. For
example, The Western Farmers Electric Cooperative (WFEC) in Oklahoma recently performed an analysis with the
National Renewable Energy Laboratory of the operational impact of wind on its system. WFEC has a peak load of
1,400 MW and installed wind capacity of 74 MW. Initially the system operators could not maintain the CPS-1

frequency standard at its pre-wind level. With experience they became familiar with the wind system and brought CPS-
1 into its pre-wind range [13].

Emerging Best Practices and Methods

Althoungh there are differences between studies, there appears to be some convergence on techniques and methods used
to analyze wind’s ancillary service impacts. A key point is to recognize that the entire system—not individual loads or
generators—need to be balanced. In the United States, this balance does not need to be perfect, but is required to fall
within the statistical limits defined by CPS-1 and CPS-2. The implication for wind integration is profound: not every
movement in wind generation needs to be matched one-to-one by another conventional generator.

The approaches used in recent studies generally capture the important system characteristics through detailed modeling
of the relevant grid and operational practices. These representations of the system can then be simulated in a
chronological environment that can observe the detailed constraints on the system that are imposed by loads and
generators.

Because wind impacts occur throughout the time domain, the coincidence of loads and wind generation must be
captured. Because wind speed and wind generation data are often difficult or impossible to obtain for desired time
periods, an eémerging approach is to construct the wind data from detailed time-calibrated mesoscale meteorological
modeling for the desired time period. Normally this is accomplished by selecting load data for the study period based
on recent historical data. Wind data sets can then be constructed to match the historical load period. And because wind
impacts on some longer time scales may differ from year to year, the best approach is to extract multiple years of wind
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data that correspond to the loads in a multiyear study period, and complete several years of detailed simulations. This
picks up any correlation (which may be highly nonlinear with significant phase shifts) between wind and load, and
improves confidence that the results are meaningful.

Detailed meteorological modeling also allows the geographic impacts of wind to be represented as the turbines are
spread over small areas (within a wind plant) or large areas (several wind plants) and picks up the impact of prevailing
weather patterns that drive the wind generation and influences load.

The short-term behavior of wind power plants has been quantified by Wan [8]. The data sets indicate that wind power
variability is quite low at fast time frames, and increases at progressively longer time frames. As a practical matter, this
implies that wind’s impacts will be relatively small in the regulation time scale, increase at the load following time
scale, and become even more significant at the unit commitment/scheduling time scale. The U.S. studies broadly
support this conclusion, and as more wind operating data become available, a more realistic representation of wind in
the analytic models can be captured so the results are more accurate.

Within the modeling frameworks used in the U.S. studies, the variability of wind generation is added to the already
considerable variation in load. The analytic tools approximate the view of the system as seen by the operator. This
implies that the statistical treatment of the wind and load time series is important and provides a realistic representation
of wind’s impact on the regulation and load following time frames. ‘

To better understand the role of forecasting, some studies have constructed wind forecasts and run the analysis with and
without the forecasts. Clearly forecasting can play an important role in mitigating wind’s impacts on system operations
and costs, but only if the forecast is used appropriately in the control room.

Remaining Questions and Future/Ongoing Work

In spite of significant progress in understanding wind’s impact on the grid, questions remain. Current systems can
apparently handle wind penetrations up to 10%—20% based on capacity, but the costs appear to increase with
penetration. Models, analytic tools, and practices have generally not been adapted to extensive experience with large
quantities of wind. As wind penetration increases over the next several years in the United States, this increasing cost
will provide an increasing economic incentive to investigate cost-mitigation approaches.

Several possibilities for these strategies appear promising, but all require further quantification:

Dynamic scheduling

Consolidation of balancing areas

New operational practices and economic curtailment

Better use of flexible resources, including dispatchable hydro and pumped storage

Plug-hybrid electric vehicles with smart-charge controllers that can provide demand and supply to the grid
Hydrogen and other forms of energy storage

Aero derivative gas (jet) engines with quick start capability and good heat rates

Price-responsive load

Integration of wind forecasting into the control room

Learning how to best operate the system with large wind power plants

This list is not exhaustive, nor are the items on the list mutually exclusive. Some combination of these items may
significantly increase the ability of the grid to absorb increasing quantities of wind generation.

Future and Ongoing Work in the United States

In Minnesota a project to evaluatelthe grid impacts of 20% wind by energy (5 GW of wind) has recently begun. This
project resulted from legislation, and is on behalf of the Minnesota Public Utilities Commission. EnerNex is the
contractor; WindLogics provides the meteorological data foundation. The study will also examine the new MISO .

market structure, examine transmission and mitigation strategies, and compare market and reliability rules. Anticipated
completion date is November 2006.

In response to the 2004 Xcel Renewable Development Fund solicitation in Minnesota, a team led by WindLogics,
including EnerNex, AREVA T&D, and the Utility Wind Integration Group, was awarded a grant of nearly $1 million
to research and demonstrate a utility-scale wind power forecasting system for the Xcel North system. The goal of this
project is to define, design, build, and demonstrate a complete wind power forecasting system for use by Xcel system
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operators. This project will begin in 2006 and builds on other studies that the development team has performed for Xcel
to quantify the cost of ancillary services for wind plants on the Xcel system.

Key objectives will be to optimize the way wind forecast information is integrated into the control room environment -

(for both load-following and unit commitment time scales) and to evaluate the impaet of the wind forecast on control
room operations. A critical part of the process will be to define the types of wind forecasts, delivery mechanisms, and
method of control room integration that will be most useful in day-to-day activity.

In California the Intermittency Analysis Project is evaluating the system impacts of 5 GW wind by 2010, possibly up to
15% (rated capacity to peak) or greater by 2020. Some items to evaluate include periods of high wind and low load,
and the study may develop a scenario that aggressively pushes the'amount of wind on the system to higher levels. The
study primary contractors are Davis Power Consultants, GE Energy and AWS Truewmd The study will be completed
by the end of 2006.

There are also several projects that involve smaller systems. The Sacramento Municipal Utility District is embarking on
a study of high wind penetration and will investigate the role of hydro pumped storage. The analysis framework will be
the Areva Dispatch Training Simulator (DTS), a software platform that mimics the control room environment of the
system operator. Another project that will use the DTS is at the Public Service Company of New Mexico, which has a
wind plant that is built along a ridge top. The limited import/export capabilities, the relatively high and increasing wind
penetration, and ramping impacts provide &n interesting look at mitigation strategies, particularly during minimumi
load/maximum wind time periods. Idaho Power and Grant County Public Utilities Department also have projects to
evaluate wind integration in systems with constrained hydro resources.

Other larger scale studies are also underway in the United States. Because of limited transmission interconnections in
parts of the Midwest and West, several transmission organizations have begun to analyze wind scenarios in the
framewaork of subregional and regional reliability areas. These studies generally collaborate with the utilities and load-
serving entities in the region, and with other stakeholders. Example studies are underway at the Seams Steering Group
of the Western Interconnection (in process of transferring to the Western Electricity Coordinating Council), Northwest
Transmission Assessment Committee, Southwest Area Transmission, and MISO. The Rocky Mountain Area
Transmission Study (RMATS) completed Phase I of a similar project in 2005. There has also been a high level of
interest in examining transmission tariffs to assess the role of tariff reform, partly growing from the RMATS work, and
partly from interest in the Northwest by PacifiCorp, Bonneville Power Administration, and the Renewable Northwest
Project. The FERC has indicated interest in this topic, and we expect further activity in the near future.
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