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Values in the. Wind: A Hedonic Analysis of Wind 
Power Facilities 

, Martin D.; Heintzelman and Carrie M. Tuttle 

ABSTRACT. The siting of wind facilities is extremely 
controversial. This paper uses data on. 11,331 prop­
erty transactions over nine years in northern New 
York State to explore the effects ~f new wind.facilities 
on property values. We use a fixed-e,ffects framework 
to control for omitted variables and endogeneity bi­
ases. We find that nearby wind .facilities significantly 
reduce property values in two of the three counties 
studied. These results indicate that existing compen­
sation to local homeowners/communities may not f?e 
s~fficient to prevent a loss of p,vper/y values. (JEL 
Q51, Q53) 

I. INT.8.0DUCTION 

Increased focus on the impending effects 
of climate change has resulted in pressure to 
develop additional renewable power supplies, 
including solar, wind, geothermal, and other 
sources. While renewable power provides 
several environmental advantages to tradi­
tional fossil fuel supplies, there remain sig­
nificant obstacles to large-scale development 
of these resources. First, most renewable en­
ergy sources are not yet cost-competitive with 
traditional sources. Second, many potential 
renewable sources m·e located in areas with 
limited transmission capacity, so that, in ad­
dition to the costs of individµal projects, 
large-scale development would· also require 
major infrastructure investments. Finally, re­
newable power projects are often subject to 
local resistance. 

Wind power is, by far, the fastest growing 
energy source for electricity generation in the 
United States, capacity and net generation 
having increased by more than 1 ,348% and 
1,164%, respectively, between 2000 and 
2009. No other sources of electricity have 

Land Economics• August 2012 • 88 (3): 571-588 
ISSN 0023-7639; E-ISSN 1543-8325 
© 2012 by the Board of Regents of the 
University of Wjsconsin System 

even doubled in capacity over that period. 
This sort of growth for wind energy is ex­
pected to continue into the future, although 
not at quite those high rates.I If additional 
steps are taken to combat global climate 
change, the demand for wind energy would 
only increase relative to these forecasts. 

There are many outspoken critics who fo­
cus on the potential negative impacts of wind 
projects. These critics point to the endanger­
ment of wildlife including bats, migratory 
birds, and even terrestrial mammals. Some 
critics also point to detrimental human health 
effects including abnormal heartbeat, insom­
nia, headaches, tinnitus, nausea, visual blur­
ring, and panic attacks.2 There are also 
concerns about the aesthetics of these facili­
ties. One oft-quoted critic, Hans-Joachim 
Mengel, a professor of political science at the 
Free University, Berlin, has likened wind tur­
bines to "the worst desecration of our country­
side since it was laid waste in the 30 Years 
War nearly 400 yem·s ago."3 If wind turbines 
are perceived to have this manner of impact 
on local areas, they would have a strong neg­
ative impact on local property values. 

I Dµ_ta on the recent and future expected growth of wind 
energy are derived from the Energy Information Adminis­
tration of the U.S. Department of Energy (www.eia.doe. 
gov). 

2 These symptoms are described by Nina Pierpont in 
her book on the topic, Wind Turbine Syndrome (Santa Fe, 
NM: K-Selected Books, 2009). 

3 Renee Mickelburgh et al., "Huge pfotests by voters 
force the continent's governments to rethink so-called green 
energy,'' Sunday Telegraph (London), April 4, 2004, 28. 

The authors are, respectively, associate professor and 
Fredric C. Menz Scholar of Environmental Econom­
ics, School of Business, Clarkson University, Pots­
dam, New York; and research assistant professor, 
Institute for a Sustainable Environment, Clark1mn 
University, Potsdam, New York. 
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As regards the noise impacts of these fa­
cilities, consider that estimated sound levels 
for a typical turbine at a distance of 1,500 feet 
are 50 dBA, equivalent to a normal indoor' 
home sound level (Colby et al. 2009). Typi­
cally, distances between wind turbines and re- . · 
ceptors are regulated at the local level. The 
New York State Energy Research and Devel­
opment Authority (NYSERDA) recominends 
turbine setbacks of 1,000 feet froni the nearest 
residence (Daniels 2005). These setbacks fo­
cus on general safety considerations such as 
turbine collapse instead of specific health im­
pacts associated with noise or vibration. The 
National Environmental Protection Act and 
comparable New York State Environmental 
Quality Review legislation prescribe a general 
assessment proces.s that does not define spe­
cific turbine setback requirements. Viewshed 
impacts are more far reaching but vary widely 
by property and depend on land cover and 
property elevations. 

As a result of these potential effects, the 
siting of wind facilities is extremely contro­
versial, and debate about siting has caused de­
lays and cancellations for some proposed 
installations. Perhaps the most famous case is 
that of Cape Wind in Massachusetts. First pro­
posed in 2001, this project, approved by the 
U.S. Department of Interior in April 2010, 
calls for the construction of 130 turbines, each 
with a maximum blade height of 440 feet, ap­
proximately 5 miles off the shore of Cape Cod 
between Cape Cod and Nantucket. In re­
sponse, local activists have organized the "Al­
liance to Protect Nantucket Sound" to fight 
the proposal through the courts and other av­
enues. This is despite the fact that the primary 
local impact is expected to be the impacted 
view from wate1front properties.4 In the case 
of terrestrial projects, the opposition can be 
even stronger. In Cape Vincent, New York, in 
Jefferson County, wind developers have been 
working since 2006 to construct two separate 
facilities that include 14 7 turbines. Cape Vin­
cent is bordered to the north by the St. Law­
rence River and Lake Ontario, within view of 

4 See the U.S. Deparlment of lnte1ior Cape Wind fact 
sheet (www.doi.gov/news/doinews/up1oad/Facl-Sheel-Cape­
Wind-with-SOL-edils-04-28-10.pdf) for details on the regu­
latory process surrounding the project. 

an 86-tnrbine wind farm on Wolf Island in 
Ontario, Canada, and within a short drive to 
the largest wind farm in New York State. The 
response to the proposal has been spirited, 
with both pro- and anti-wind factions fighting 
to determine its fate. In October of 2010, a 
lawsuit was filed to nullify a town planning 
board's approval of a final environmental im­
pact statement; the meeting at which it was 
approved had been disrupted by vocal protes­
tors. s Recent reports in the popular media sug­
gest that such controversy over wind turbines 
is wilfespread.6 

Af the individual level, property owners 
willing to permit the construction of turbines 
or transmission facilities on their property re­
ceive direct payments from the developer as 
negotiated through easement agreements. In 
terms of community benefits, wind developers 
claim that their projects create jobs imd in­
crease tax revenues by way of payment in lieu 
of taxes (PILOT) programs. PILOT programs 
are a significant revenue source that can help 
offset overall town and school tax rates for all 
residents. These host community benefits are 
not unlike those made to communities that 
have permitted the construction of landfills 
within their municipal boundaries. In the case 
of Cape Vincent, a town-appointed committee 
evaluated the economic impacts of the pro­
posed f!)cility and concluded that 3.9% of 
property owners would benefit directly from 
easement payments made by the developers.7 
Easement payments are negotiated with indi­
vidual land owners and are not publically 
available, so the magnitude and actual eco­
nomic benefit to these property owners was 
not quantified. PILOT agreements between 
the developers and the town were estimated 
at $8,000 per turbine, .or $1.17 million per 
year. In the opinion of some Cape Vincent 
property owners, local officials are negotiat­
ing PILOT agreements to the benefit of the 

5 "WPEG sues Cape Vincent; Petition asks judge to nul­
lify approval of impact statement," Watertown Daily nmes, 
October 28, 2010. 

6 "Not on my beach, please," The Economist, August 
19, 2010. 

1 Cape Vincent Wind Turbine Development Economic 
Impact: Final Report, submilted by Wind Turbine Economic 
Impact Committee, Town of Cape Vincent, New York, Oc­
tober 7, 2010. 
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municipality, individual property owners are 
negotiating individual easement agreements 
to offset their respective property impacts, and 
property owners in close proximity to turbines 
are left with no market leverage to offset the 
impacts that they believe turbines will have 
on their property values. This is the external­
ity problem that is at the heart of the issue. 

In moving forward with wind power dy­
velopment then, it is important to understand· 
the costs that such development might im­
pose. Unlike traditional energy sources, where 
external/environmental costs m·e spread over 
a Jm·ge geographic area through the transport 
of pollutm1ts, the costs of wind development 
are largely, but not exclusively, borne by local 
residents. Only local residents are likely to be 
negatively affected by any health impacts and 
are the people who would be most impacted 
by aesthetic damages, either visual or audible. 
These impacts are likely to be capitalized into 
property values, and as a consequence, prop­
erty values are likely to be a reasonable mea­
suring stick of the imposed external costs of 
wind development. 

The literature that attempts to measure 
these costs is surprisingly thin. To our knowl­
edge, there are only two peer-reviewed he­
donic ooalyses that examine the impact of 
wind power facilities on property values. 
Sims, Dent, and Oskrochi (2008) and Sims 
m1d Dent (2007) use small samples of homes 
near relatively small wind facilities near 
Cornwall, U.K., and find no significant effect 
of turbines on property values. The first of 
these studies has very limited data on homtis, . 
just home "type" ood price, and uses a cross­
sectional approach. In addition, there is a 
quarry adjacent to the wind turbines, and other 
covarying property attributes, which makes 
identification of the wind turbine effect very 
difficult. They actually do find a significant 
negative effect from proximity to the turbines, 
but based on conversations with selling 
agents, attribute this instead to the condition 
and type of the homes. The second study uses 
a very small sample of only 20 I homes, all 
within the same subdivision, ood a cross-sec­
tional approach. They focus specifically on 
whether homes coo view the turbines and 
have very limited data on home attributes. 
Moreover, given the small geographic scope 

of th~ analysis, it is unlikely that there was 
sufficient variation in the sample to identify 
any effect; all of the homes were within 1 mile 
of the turbines. 

In 2003, Sterzinger, Beck, ood Kostiuk re­
leased a report through the Renewable Energy 
Policy Project (REPP) that used a series of 10 
case studies to compare price trends between 
turbine viewsheds and comparable nearby re­
gions and found, in general, that turbines did 
not appear to be harming property values. 
This analysis, however, was not a true hedonic 
analysis. Instead, for each project, they iden­
tified treated propetty transactions as being 
within a 5-mile radius of the home and a 
group of comparable control transactions out­
side of that rm1ge. They then calculated 
monthly average prices, regressed these av-· 
erage prices on time to establish trends, and 
then compared these trends between treatment 
mid control groups. They did not control for 
individual home characteristics or any other 
coincident factors. 

Hoen (2006) also focuses on the view of 
wind turbines and collects data for homes 
within 5 miles of turbines in Madison County, 
New York. His sample is also small, 280 
transactions spread over 9.5 years, ood he uses 
a cross-sectional approach. He fails to find a 
significant impact from homes being within 
viewing range of the turbines. Hoen et al. 
(2009) use a larger sample of 7,500 homes 
spread over 24 different regions across the 
country from Washington to Texas to New 
York that contain wind facilities ood again 
find no significant effect. They look at troos­
actions within 10 miles of wind facilities and 
us~ a variety of approaches, including repeat 
salts. However, they limit themselves to dis­
continuous measures of proximity based on 
having turbines within I mile, between 1 and 
5 miles, or outside of 5 miles, or a similar set 
of measures of the impact on scenic view, and 
they again find no adverse impacts from wind 
turbines. In addition, by including so many 
disparate regions within one sample they may 
be missing effects that would be significant in 
one region or another. 

There is also a small literature using stated 
preference approaches to value wind turbine 
disamenities. Groothuis, Groothuis, and 
Whitehead (2008) asked survey respondents 
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about the impact of locating wind turbines on 
western North Carolina ridgetops and found 
that on average, households are willing to ac­
cept annual compensation of $23 to allow for 
wind turbines, although retirees moving into 
the area require greater compensation. Simi­
larly, Krueger, Parsons, and Firestone (2011) 
surveyed Delaware residents about offshore 
wind turbines and find that residents would be 
harmed by between $0 and $80 annua!Iy, de­
pending on where the turbines are located aqd 
whether the resident lives on the shore or 
inland. 

This paper improves upon this literature us­
ing data on 11,33 l arm's-length residential 
and agricultural property transactions be­
tween 2000 and 2009 in Clinton, Franklin, 
and Lewis Counties in northern New York to 
explore the effects of relatively new wind fa­
cilities. We use fixed 0 effects analysis to con­

. trol for the omitted variables and endogeneity 
biases common in hedonic analyses, including 
the previous literature on the impacts of wind 
turbines. We find that nearby wind facilities 
significantly reduce property values in two of 
the three counties we study. We find evidence 
of endogeneity' bias in the use of fixed-effects 

· models with . relatively large geographic 
. groupings ( census block groups or census 

blocks) that appears to be controlle& for in a 
repeat sales approach. 

II. BACKGROUND AND STUDY AREA 

New York State is a leader in wind power 
development. In 1999, New York had O MW 
of installed wind capacity but by 2009 had 14 
existing facilities with a combined capacity of 
nearly 1,300 MW, ranking it in the top 10 of 

,states in terms of installed capacity.s New 
York also appears to have more pot9ntial for 
terrestrial wind development than any other 
state on the East Coast.9 This is boi;ne out by 
the fact that there are an additional 28 wind 

8 U.S. Department of Energy (www.windpowering 
america. gov /wind_instal led_ capacity .asp). 

9 U.S. Department of Energy (www.winct1Jowering 
america.gov/wind_maps.asp). ' 

.•. -1\lrtl!OOt 
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FIGURE 1 
Study Area 

. Clln\on 

projects in various stages of proposal, ap­
proval, or installation in; the state. to 

New York has also been badly affected by 
tlie environmental impacts of traditional en­
ergy sources. The Adirondack Park, in partic­
ular, has been severely impacted by acid 
deposition and methyl mercury pollution 
(Banzhaf et al. 2006). In that sense, the state 
has much to gain from transitioning away from 
fossil sources of energy and towm·d renewable 
sources like wind. New York, however, has 
relatively little potential to develop solar, geo­
thermal, or other renewable sources. Existing 
wiod developments are spread throughout the 
state, with clusters in th13 fm· west, the fm·north, 
and io the northern finger lalces region. The 
largest projects, however, are in what is often 
referred to as "the North Country," and are in 
the tluee counties-Clinton, Franklin, m1d 
Lewis-'--which make up our study area, shqwn 
in Figure 1, along with the outline of the Adi­
rondack Park and the location of the wind tur­
bines in this area. 

Northern New York is dominated by .the 
1 presence of the Adirondack Park. The ;\di­
. rondack Park was established in 1892 by the 

state of New York to protect valuable natural 
resources. Containing 6.1 million acres, 

lO New York State Department of Enviromnenlal Con~ 
servation (www.dec.ny.gov/docs/permits_ej_opcmtions_pdf/ 
windstatuscty.pdf). 
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TABLE I 
Study Area Wind Facilities 

Fucilily County Capacity (MW) Turbines Startup Year 

Maple Ridge Lewis 320 194 2006 
Noble Chuteaugay Frankli,n 106.5 71 2009 
Noble Belmont Franklin • 21 14 N/A 
Noble Altona Clinlon 97.5 65 2009 
Noble Clinton ClinLon 100.5 67 2008 
Noble Eftenburg Clinlon 81 54 2008 

TABLE2 
Study Area Demographics 

Geographic Area 

United States 
New York Slate 
Clinton County 
Franklin CounLy 
Lewis County 

Source: U.S. Census. 

2008 Medinn Income 
($) 

52,029 
55,980 
49,988 
40,643 
41,837 

30,000 miles of rivers and streams, and over 
3,000 lakes, the Adirondack Park is the largest 
publically protected area in the United States 
and is larger than Yellowstone, Everglades, 
Glacier, and Grand Canyon National Park 
combined. Approximately 43% of the Park is 
publically owned and constitutionally pro­
tected to remain "forever wild" forest pre­
serve. The remaining acreage is made up of 
private land holdings. There are no wind fa­
cilities within the borders of the park, but as 
you can see in Figure 1, the facilities in our 
study are very close. There are six wind farms 
in our study area, as summarized in Table 1.11 

Table 2 presents a comparison of the couq­
ties in our study area to the New York State · 
and U.S. averages for population density, per 
capita income, and home prices. As that table 
shows, our study area is a very rural, lightly 

11 The Final Environmental Impact Statement for tbe 
Noble Belmont project 'in Franklin County was completed 
in conjunction with the Noble Chateaugay project Constmc­
tion for the combined prnjcct consisting of 85 turbines was 
initiated in 2008. WhiJe 71 turbfoes were brought online in 
2009, site work for the additional 14 tmbines was completed 
but the turbines themselves were never installed. Since the 
turbine bases arc visible from orthoimagery and the project 
environmental review was completed as a single project, 
these locations have been included in our analysis. 

2000 Population 
Density (ppl/sq mi) 

86.8 
401.9 

76.9 
31.4 
21.1 

2008 Median Value 
Owner~Occupied 

Homes($) 

119,600 
148,700 
84,200 
62,600 
63,600 

populated area of small towns and villages 
that is also less affluent than the state average. 
The largest population center in our study area 
is Plattsburgh, New York, with a 2000 popu­
lation of about 18,000. 

III. DATA AND METHODOLOGY 

Data 

Our data consists of a nearly complete sam­
ple of 11,331 residential and agricultural 
property transactions ii\ the Clinton, Franklin, 
and Lewis Counties from 2000 to 2009. Of 
these there are 1,938 from Lewis, 3,251 from 
Franklin, and 6,142 from Clinton. Each ob­
servation constitutes an arm's-length property 
sale in one of the three counties between 2000 
and 2009. Parcels that transacted more than 
once provide a greater likelihood of observing 
specific effects from the turbines on sales 
prior to and after installation. In total, 3,969 
transactions occurred for 1,903 parcels that 
sold more than once during the study period.12 · 

12 In our repeat sales sample there are 3,251 trnnsactions 
of parcels that sold twice, 649 that sold lluee times, 55 that 
sold four times, and 14 that sold five times. All of these that 
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Transacted parcels were mapped with a 
geographic information system (GIS) to en­
able us to calculate relevant geographic vari­
ables for use in the regressions. Turbine 
locations were obtained from two different 
sources. In Lewis County, a GIS shape file 
was provided by the county, which contained 
194 turbines. According to published infor­
mation on the Maple Ridge wind project, 
there are 195 turbines at the facility (Mapfe 
Ridge Wind Farm). Noble Environmental 

. Power would not provide any information on 
their turbine locations, so 2009 orthoimagery 
was utilized to create a GIS shapefile with the 
turbine locations in Franklin and Clinton 
Counties. · 

Turbine locations in combination with sev­
eral other datasets were merged using ESRI 
ArcView GIS software (ESRI 2011) and 
STATA data analysis and statistical software 
(StataCorp 2009) to form the final dataset. 
Transacted parcels were mapped with a GIS 
to determine the distance to the nearest tur- · 
bine. Distances are used as a proxy to estimate 
the nuisance effects of the turbines (i.e., 
viewscapes, noise impacts, perceived health· 
effects). The distance to turbines was exported 
from the GIS and combined with the other 
parcel-level details in ST AT A. Table 3 sum­
marizes the datasets that were used in the 
analysis and their sources. Table 4 provides 
summary statistics for many of the variables 
included in our analysis. 

Unfortunately, we have relatively few 
transactions that are very close to the turbines. 
In the full sample data there are 461 transac­
tions within 3 miles of a turbine, with 92 in 
Clinton County, 118 in Franklin County, and 
251 in Lewis County. In the repeat sales data, 
there are 142 transactions within 3 miles of a 
turbine: 41 in Clinton County, 34 in Franklin 
County, and 67 in Lewis County. Table 5 pres­
ents a count of transactions at various dis­
tances from turbines by county for each'of our 
two datasets. ' 

sold four or more times were hand-checked to make surb 
they seemed reasonable (no multiple sales in lhe same 
month, big jumps in pdce, etc.), and some were eliminated. 
We also eliminated all transactions that sold more often than 
this because it appeared that they were parcels that had been 
subdivided. 

August 20/2 

TABLR3 
' Data Sources 

Description of Dataset 

Tul'bine locations, Lewis 
County 

Tul'b.ine locations, CHnlon/ 
Franklin.Counties 

2000-2009' property sales 

2009 parcel layer 

2009 parce_l-level details 

80-meter wind potential 
Census blocks 

Elevations 

Lund cover 
Streets 

Methodology 

Source 

Lewis County 

2009 orlhoimagery 

New York Slate Office of 
, Real Property Services 
Clinton, Franklin, and 

Lewis Counties 
New York State Office of 

Reul Property Services 
A WS 1)1,1epower 
New York Stale GIS 

Clearinghouse 
Camell Univers.ity 

Geospatial Information 
Repository 

U.S. Geo1ogical Survey 
New York State GIS 

Clearinghouse 

Our analytical approach to estimating the 
effeo,ts of wind turbines on property values is 
that of a repeat sales fixed-effects hedonic 
analysis.13 We are attempting to estimate the 
"treatment" effect of a parcel's proximity to a 
wind turbine. There are a number of difficul­
ties in measuring the effect of turbines. First 
and foremost, there is a question of when a 
turbine should be said to exist. The obvious 
answer is that turbines exist only after the date 
on which they become operational. However, 
there is a long approval process associated 
with development of these projects, and local 
homeowners presumably will have some in­
formation about where turbines will be lo­
cated spme years before they actually become 
operational. To deal with this issue, we run 
oui regressions with three different asstrmp­
tions about the date of existence: the date the 
draft environmental impact statement (EIS) 
was submitted to the New York State Depart­
ment of Environmental Conservation, the date 
the final environmental impact statement was 
approved, and the date at which the turbines 
became operational. 

l 3 For a si.immary and background on the use of hedonic 
analysis see Taylor (2003) or Freeman (2003). 
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? TABLE4 
Sumnim): S'tatistics by County 

Clinton Franklin Lewis 

Variable Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. 

Sale price ($) 122,645 83,603 120,466 354,556 8l,740 63,207 
Building age (years) 37• 41 49 109 50 42 
Living area (sq Ft) 1,609 611 1,447 643 1,538 690 
Lot size (acres) 5.9' 39j 6.8 25.6 9.0 27.2 
Distance to nearest major road (feel) l,549 2,493 1,861 3,189 6,094 6,628 
Value of included personal property ($) 63 965 324, 6,995 204 2,678 
Buyer from local area 0.913 0.282 0.790 0.407 0.684 0.465 
Home in established village 0.049 0.215 0.395 0.489 0.261 0.439 
Full bathrooms 1.615 0.647 1.312 0.618 1.287 0.630 
Half bathrooms 0.332 0.495 ll.226 0.441 0.229 0.431 
Bedrooms 3.134 0.936 2.829 1.05] 2.929 1.140 
Fireplaces 0.306 0.544 0.245 0.484 0.167 0.416 
Excellent-grade buiJding quality 0 0 o' 0 0.0005 0.023 
Good-grade building quality 0.031 0.173 0.019 0.137 0.013 0.112 
Average-grade building quality 0.833 0.373 0.584 0.493 0.639 0.480 
Economy-grade building quality 0.136 ,0.342 0.381 0.486 0.317 0.465 
Millimum-grade building quality 0.001 Q.028 0.016 0.127 O.o31 0.174 
Single family 0.859 0.348 0.755 0.430 0.677 0.468 
Single family plus apartment 0.001 0.025 0 0 0 0 
Estate 0.0002 0.013 0.003 0.058 0 0 
Seasonal residence 0.032 0.175 0.111 0.314 0.181 0.385 
Multifamily property 0.054 0.226 0.046 0.209 0.043 0.203 
Acreage/residence wilh agricultural uses 0.043 0.202 0.054 0.226 0.054 0.225 
Mobile home(s) 0.0003 O.QlS 0.002 0.039 0.006 0.075 
Other residential classes 0.007 0.081 0.012 0.107 0.011 0.1Q6 
Primarily agriculluraJ use 0.005 · 0.071 0.018 0.135 0.029 0.168 
Percent of parcel forested 0.202 0.324 0.269 0.353 0.319 0.371 
Percent of parcel open water O.Dl l 0.077 0.031 0.127 0.024 0.123 
Percent of parcel fields/grass 0.160 0.293 0.139 0.277 0.292 0.356 
Percent of parcel wetlands 0.041 0.147 0.068 0.172 0.067 0.170 
Percent of parcel developed 0.444 0.448 0.226 0.369 0.134 0.293 
Percent of parcel open 0.141 0.256 0.268 0.344 0.164 0.290 
Observations 6,142 3,251 1,938 

TABLES 
Count of Transactions with Turbines in Specified Ranges 

Fun Sample Dataset Repeat Sales Dataset 

Range Clinton Frank.Jin Lewis 

Q.-0.5 mile 6 4 15 
0.5-1 mile 11 23 25 
1-1.5 mi1es 14 25 32 
1.5-2 mi1es 19 27 42 
2-3 miles 42 39 137 
Tolal 92 118 251 

Given the uncertain and possibly diverse 
physical/aesthetic impacts of turbines, it is 
difficult to know how to measure proximity. 
Is it distance to the turbine, whether or not the 
turbine can be seen, whether or not the turbine 

Total Clinton Franklin Lewis Total 

25 3 2 3 8 
59 6 6 7 19 
71 7 6 7 20 
88 8 7 11 26 

218 17 13 39 69 
461 41 34 67 142 

can be heard/felt, or all of the above? For all 
of these factors, it is reasonable to suspect that 
distance would work as a proxy measure. That 
is, homes closer to turbines will be more likely 
to see the tutbines and more likely to hear or 
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feel vibrations from. the turbines. In Clinton 
and Franklin Counties, the turbines are lo­
cated in a broad river valley (the St. Law­
rence) with only small hills that are unlikely 
to obstruct turbine views; in Lewis· County the 
turbines are on top of a large plateau. In our 
regions then, proximity should be a good mea­
sure of impacts. So, all of the measures that 
we employ are distance based, starting with 
the simplest: the inverse of the distance to the 
nearest turbine. 14 This inverse distance mea­
sure is also calculated with the date of the tur­
bines' existence in mind. So, distance will 
decrease (inverse distance will increase) for 
all parcels after new turbines come into exis­
tence. Specifically, at the beginning of our 
sample period there are no commercial tur­
bines in the study counties. However, there 
are turbines outside of the study counties that 
are counted as the "nearest" turbines for the 
purposes of measuring distance. The distances 
to these turbines are approximated by mea­
suring the distance from these facilities to the 
centroid of each of the study counties. As new 
facilities are built, both inside and outside the 
study area, these distances are updated. At the 
time that the Lewis County facility final EIS 
is submitted, those become the closest tur, 
bines for the entire sample area. When the fa'. 
cilities in Clinton and Franklin Counties come 
online distances are again updated. Because, 
initially, the nearest turbines are out of the 
sample area, we also ran the analysis assum­
ing that the nearest turbine was infinitely far 
away. The results of this specification how­
ever do not change signifjcantly frnm those 
reported below. ts · 

In addition to the relatively simple distance 
measure, which imposes a particular func­
tional form on the distance effects, we also 
include a series of distance dummies that in­
dicate the range in which the nearest turbine 
lies. This approach allows for nonlinear, and 
nonmonotonic, impacts to be measured. These 

14 We measure the linear distance rather than road net~ 
work distance since the effects are nol a matter of travel lo 
or from the turbine8, but instead simple proximity. 

ts For Clinton and Franklin Countic8, in facl, there is 
virlually no effecl of this change. For Lewis County, niaking 
this change makes the effects of proximity more negative 
and more significant. 

variables also change over time as new tur­
bin.es are sited, which is necessary to imple­
ment a fixed-effects approach. Table 6 
presents summary statistics for various mea­
sures of the effect of wind turbines. 

We also include a number of other covari­
ates. These include distance to the nearest ma­
jor road, the value of any personal property 
included in tl1e transaction, whether the home 
is in a "village," which would imply higher 
taxes but also higher services and proximity 
to retail stores and restaurants, in addition to 
standard home characteristics including num­
ber of bedrooms, bathrooms, half baths, the 
square footage of the house, the age of the 
home, and the size of the lot. 

Parcel-level land cover data tells us the 
share of each parcel in a number of different 
land cover categories (woodland, pasture, 
crops, water, etc.). To capture possible infor­
mation asymmetries between buyers and sell­
ers we include a dummy variable for whether 
the buyer was already a local resident or mov­
ing in from outside of the North Country. This 
is particularly important since there is good 
reason to believe that local residents would 
have more information about the future loca­
tion of turbines, and about any associated dis­
amenities than someone less familiar with the 
area. Finally, we include a series of relatively 
subjective measures of construction quality 
and property classification (mobile homes, 
primary agriculture, whether the home is win­
terized, etc.) that come from the New York 
State Office of Real Property Services assess­
ment database. 

Empirical Issues 

There are three main empirical issues that 
we have to deal with in accurately estimating 
the effects of wind developments on property 
values through a hedonic analysis: omitted 
variables, endogeneity, and spatial depen­
dence/autocorrelation. As Greenstone and 
Gayer (2009), Parmeter and Pope (2011), and 
others lay out, omitted variables bias is a ma­
jor concern in any hedonic analysis. Put sim­
ply, there are almost innumerable factors that 
codetermine the price of a property, and many 
or most of these factors are unobservable to 
the researcher. If any of the unobserved fac-
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TABLE6 
Summary Statistics for Wind Turbine Vm'iables 

Clinton Franklin Lewis 

Variable Mean Std. Dev. Max. Mean Std. Dev, Max. Mean Std. Dev. Max. 

Distance to nearest turbine 
(miles, date of sale) 

Distance to nearest turbine 
(miles, in 2009) 

95.2 60.S 140.0 98.3 60.0 148.0 25.7 25.2 64.0 

11.1 4.3 28.9 22.8 14.6 53.5 9.6 6.2 26.7 

Nearest lurbine is within 0.5 
mile 

0.0010 0.0312 0.0012 0.0351 0.0077 0.0877 1 

Nearest turbine is in the range 0.0008 0.0285 
0.5-.l mile 

Nearest turbine is in the range 0.0005 0.0221 
1-1.5 miles 

Nearest turbine is in the range 0.0008 0.0285 
l.5-2 miles 

Nearest turbine is in the range 0.0037 Q,0611 1 
2-3 miles 

Nearest turbine is in the range 0.011.1 0.1046 1 
3-5 miles 

Nearest turbine is in the range 0.1044 0.3058 
5-10 miles 

Number of turbines between O 0.008 0.279 16 
and 0.5 mile 

Number of turbines between 0.028 
0.5 and l mile 

Numhel' of turbines between 1 0.046 
and 1.5 miles 

Number of turbines between 0.062 
.1.5 and 2 miles 

Number of turbines between 2 0.133 
and 3 miles 

At least I. turbine between 0 
and 0.5 mile 

At least 1 turbine between 0.5 
and 1 mile 

At least 1 turbine between 1 
and 1.5 miles 

At least 1 turbine between 1..5 
and 2 miles 

At least l turbine between 2 
and 3 miles 

0.001 

0.002 

0.003 

0.004 

0.009 

0.686 

0.987 

1.250 

2.387 

0.037 

0.()48 

O.OS4 

0.061 

0.094 

23 

36 

43 

87 

tors are also correlated with i11cluded factors, 
then the resulting coefficient estimates will be 
biased. Equally concerning in attempting to 
accurately estimate the effects of a discrete 
change in landscape, like the construction of 
a wind turbine, is endogeneity bias. This bias 
has a similar effect as omitted variables bias 
but a slightly different cause. Endogeneity 
bias enters when the values of the dependent 
and one or more independent variables are 
codetennined. In the case of hedonic models, 
if property values determine the location of 
some facility, and that facility also impacts 

0.0058 0.0762 

0.0009 0.0304 

0.0006 0.0248 

0.0055 0.0742 

0.0102 0.1003 1 

0.0163 0.1267 

0.009 0.311 16 

0.038 

0.056 

0.071 

0.242 

0.002 

0.007 

0.007 

0.008 

0.013 

0.561 

0.800 

0.985 

2.574 

0.039 

0.081 

0.084 

0.090 

0.113 

15 

23 

34 

60 

0.0052 0.0717 

0.0036 0.0600 1 

0.0052 0.0717 

0.0490 0.2160 

0.1362 0.3431 

0.2363 0.4249 

0.042 0.514 10 

0.113 

0.209 

0.298 

1.096 

0.010 

0.016 

0.020 

0.029 

0.071 

l.120 

l.711 

2.091 

5.532 

0.100 

0.127 

0.142 

0.167 

0.257 

21 

25 

29 

50 

property values, we have endogeneity bias. In 
our case we do need to be concerned about 
this since it is likely that, ceteris paribus, wind 
turbines will be sited on lower-value, cheaper 
land. Then, if this is not corrected, we might 
falsely conclude that wind turbines negatively 
impact property values or, at least, overstate 
any negative impacts, simply because wind 
turbines are placed on cheaper land. This se­
lection effect would cause us to confuse cor­
relation with causation. 

As developed by Greenstone and Gayer 
(2009), Parmeter and Pope (2011 ), and Ku-
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minoff, Parmeter, and Pope (2010), spatial 
fixed-effects analysis can be a solution to both 
of these problems in hedonic mialysis. Fixed 
effects work by including a set of spatial 
dummy variables in the regression that cor­
respond to groupings of the observations. In 
this way, any static features of the groups that 
affect property values will implicitly be con­
trolled for by these dummy variables. Essen­
tially, we are allowing for group-specific 
constant terms. So, many otherwise omitted 
effects that occur at the level of the groups 
(the fixed-effects scale) will now no longer be 
omitted. Similarly, if, within groups, the oc­
currence of the variables of interest (the place­
ment of wind turbines, in our case) is random, 
we will have controlled for endogeneity bias 
as well.16 

The geographic scale of the fixed effects, 
or the size of tl1e groups, is a critical issue. 
The smaller the geographic scale of the fixed 
effects, the tighter the controls will be for en­
dogeneity and omitted variables biases. Fol­
lowing this logic, ilie clem1est mrnlysis would 
be using repeat sales where the fixed effects 
are implemented at the parcel leve[.17 There 
are trade-offs, however. The first arises since 
variation in the remaining observable explan­
atory variables can be observed only within 
the groups, a smaller geographic scale means 
less var.iation and less power with which to 
estimate these remaining coefficients. That is, 
if we are interested in the distance from each 
parcel to the nearest major road, the statistical 
power to measure this comes only from vari­
ation in this distance within the scope of the 
fixed effects (i.e., ilie census block). Presum­
ably, since homes within a census block m·e 
all close to each other, they will all be a simi­
lm· distance to the nearest road, and thus there 
is limited variation with which to measure this 
effect. In a repeat sales m,alysis, since parcel 
location and most other characteristics are as­
sumed to be fixed, one cm1 only estimate the 

16 For a thornugh treatment of fixed-effects analysis, see 
Wooldridge (2002). · 

17 Repeat sales analysis was firsl developed by Bailey,· 
Muth, and Nourse (1963) in the contexl of creating real es~ 
tatc price indices. Palmquist's (1982) is the first application 
to environmental economics. There are many examples 
since then including those of Parsons (1992) and Gayer, 
Hamillon, and Viscosi (2002). 

effects of time-varim,t factors. The second 
trade-off is that, in general, repeat sales are 
relatively rm·e, and so to implement such an 
analysis, one will be forced to ignore a large 
percentage of all observations. This also 
brings to light the possibility of a sample se­
lection bias if those homes that sell more ilian 
once are not representative of the general 
population of parcels. In this paper, we ex­
periment with these trade-offs by using three 
different levels of fixed-effects m1alysis: cen­
sus block group, census block, and repeat 
sales analysis. 18 To give a sense of the scale 
of iliese different approaches, consider that in 
our study area there are 92,960 total parcels, 
1,997 census blocks, and 17 census block 
groups, which implies that, on average, there 
are 46.55 parcels per block and 5,468.24 par­
cels per block group. The average census 
block has an area of just under 2 square miles, 
and the average census block group about 232 
square miles. 19 We conduct all of our analysis 
at the county level. That is, we do not pool 
our datasets from the three counties in the 
study area but instead run each specification 
separately for each county. 20 

Finally, we have to be concerned about 
spatial dependence and spatial autocorrela­
tion. There is no doubt that homes that are 
close to each other affect each other's prices 
(spatial dependence) and that unobserved fac­
tors for one home are likely to be correlated 
wiili unobserved :factors for nearby homes 
(spatial autocorrelation or spatial error depen­
dence). These factors could bias our coeffi­
cient and standard error estimates if not 

18 To save space, results for the census block group 
analyses are not presented. 

19 We also attempted an instrumental vadables approach 
to this problem using two instruments: U1e wind potential of 
each parce1 and the elevation of each parcel. The first was 
strongly conelated with the location of turbines, but also 
correlated with property values-parcels that are exposed to 
higher winds are le.'>s desirable. The second instrument was 
not correlated with property values in our sample, but was 
not a strong predictor of the location of turbines. For these 
reasons, we abandoned this approach. 

20 F-tests did not 1mpport pooling in the block ancl block 
group-level fixed-effects analyses because coefficient esli­
mates wern significantly different across counties. Pooling 
of Franklin and Lewis Counties was supported in the repeat 
sales analysis, but, for simplicity, we have chosen to conduct 
separate analyses throughout. 
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corrected. We correct for these issues using 
fixed effects, again, for the first and error clus­
tering for the second. The fixed-effects anal­
ysis is akin to employing a spatial lag model 
with a spatial weights matrix of ones for pairs 
of parcels within the same geographic area, 
the scale of the fixed effects, and zeros for 
pairs of parcels in different areas. Likewise, 
the error clustering allows for correlation of 
error terms for parcels within an area mid as­
sumes independence only across areas (Cam­
eron and Trivedi 2010). This is akin to 
employing a spatial error model with the spa­
tial weights matrix as just described above to 
control for spatial autocorrelation.21 In this 
way it also controls for heteroskedasticity 
(Wooldridge 2002). 

Formally, we estimate two regression equa­
tions. The first uses census block or block 
group fixed effects: 

where p iit represents the price of property i in 
group j at time t; At represents the set of time 
dummy variables; aj represents the group 
fixed effects; Zijt represents the treatment 
variables-the different measures of the ex­
istence/proximity of turbines at the time of 
sale; X;ji represents the set of other explana­
tory variables; and 1Jit !llld Eijt represent 
group- and individual~level error terms, re­
spectively. This specification is adapted from 
Heintzelman (20 IOa, 2010b) and follows 
from BertrruJd, Duflo, mid Mullainathan . 
(2004) and Parmeter and Pope (2011 ). 

Following again from Bertrand, Duflo, mid 
Mullainathan (2004 ), the second regression 
equation uses the repeat sales approach, which 
is an adaptation of the model above: 

[2] 

where At represents annual and seasonal dum­
mies, a; represents parcel fixed effects, z;1 
represents a vector of time-vm·ying pmcel-

21 Spatial autocorrelation, when applied at the properly 
level in a repeat sales analysis, is similar to serial correlation 
in that lite error lerm in one transaction is likely to be cor­
related with the cn·or term in a transaction of the same ·prop­
erty at a different date. 

level chmacteristics, ruJd Eijt is the error_term. 
In effect, this analysis regresses the change in 
ln(price) on the change in any time-variant 
factors. In our case these time-varying factors 
(zu) are the variety of measures of the prox­
imity of the parcel to wind turbines. Allowing 
for error clustering at the pm·cel level allows 
~rror terms to be correlated for different trans­
actions o:f the srune parcel. 

IV. RESULTS 

We first present results for the census block 
fixed-effects mialysis. Table 7 shows results 
for two models for each of the three counties. 
Model 1 includes only the log of the inverse 
distance to the nearest turbine, while Model 2 
instead includes a set of dummy variables in­
dicating the range in which the nemest turbine 
is located.22 All of the results presented here 
assume that turbines exist at the date the final 
EIS is issued. This accounts for the fact that 
local residents ruJd most other participants in 
real estate markets will be aware of at least 
the approximate location of turbines before 
they are actually constructed. In fact, most of 
the turbine locations would be known, if not 
publically, well before this, since developers 
typically negotiate with individual landown­
ers before moving forward with regidatory ap­
provals. Our results are quite robust' to 
adjusting the date of existence forward to the 
date of the draft EIS. If we adjust this date 
backward to the date of the permit being is­
sued ,the results me qualitatively similm·, but 
we lose significance-likely because we then 
have even fewer postturbine transactions in 
the treatment group. 

First, notice that the covariate results are 
lmgely as would be predicted. Homeowners 
in this region prefer larger homes, with more 
bathroqms and fireplaces, and homes . of 
higher quality grades. In two of three counties, 
homeowners also take into account the value 
of inc\uded property, while the age of the 

22 Ill other specifications, we al1m included a combina­
tion of dummy and count variables describing the number 
of turbines in various ranges up to 3 miles from the parcel. 
These variables, however, were highly collinear with each 
other and so estimates were largely insignificant and 
inconsistent. 
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TABLE? 
Regression Results (Coefficient Estimates): Census Block Fixed Effects 

Clinton Franklin Lewis 

Model J Model 2 Model l Model 2 Model! Model 2 

ln(lnverse rustance to nearest -0.052*** -0.111*** 0.036 
turbine) 

Nearest turbine is within 0.5 mile -0.223 -0.288* 0.389 
Nearest turbine is in lhe range 0.380* - 0.417*** -0.909 

0.5-1 mile 
Nearest turbine is in the range -0.282** -0.492 -0.559 

l-1.5 miles 
Nearest turbine is in the range -1.086* 0.137 0.031 

t.5-2 miles 
Nearest turbine is in the range -0.001 0.242* 0.2.13* 

2-3 miles 
Nearest turbfoe is in the range -0.048 -0.230 0.070 

3-5 miles 
Nearest turbine is in the range -0.054 -0.116 -0.021 

5-1.0 miles 
Distance to nearest major road 0.000 0.000 -0.000*** -0.000*** -0.000 -0.000 

(feet) 
Value of included personal propel'ly 0.000 0.000 0.000*** 0.000*** 0.000** 0.000** 

($) 
Buyer from local area -0.088*** -0.090*** -0.199*** -0.204*** -0.054 -0.053 
Home in established village -0.384*** -0.385*** 0.192** 0.201 *** -0.079 -0.097 
ln(Lot size) 0.002 0.002 0.085*** 0.086*** 0.052 0.055 
Living area (sq ft) 0.000**'~ 0.000*** 0.000*** 0.000*** 0.000*** 0.000*** 
Building age (years) -0.002*** -0.002*** - 0.002*** -0.002*** 0.002 0.002 
Building age squared 0.000*** 0.000*** 0.000*** 0.000*** -0.000** -0.000** 
Full bathrooms 0.057*** 0.057*i'* 0.157*** 0.162*** 0.119** 0.114** 
Half bathrooms 0.125*** 0.125*** 0.184*** 0.189*** 0.183*** 0.184*** 
Bedrooms -0.007 -0.007 0.0.18 O.DJ5 0.002 0.003 
Fireplaces 0.124*** 0.124*** 0.268*** 0,270*** I 0.140*** 0.142*** 
Excellent-grade building quality 0.150 0.094 
Good-grade building quality 0.197*** 0.194*** 0.082 0.095 -0.136 -0.127 
Economy-grade building quality -0.160*** - 0.156*** -0.325*** -0.323*** -0.301*** -0.303*** 
Minimum-grade building quality -0.680* - 0.664* -0.588*** -0.587*** -0.706*** -0.705*** 
Single family plus apartment -0.743* - 0.756* 
Estate 0.407*** 0.406*** 0.819''* 0.813** 
Seasonal residences -0.169** -0.171*' 0.160 0.155 -0.]53* -0.157* 
Multifamily properties -0.178*** -0.180*** -0.271***. -0.275*** -0.323*** -0.336*** 
Acreage/residences with -0.041 -0.051 -0.368*** -0.372*** 0.057 0.054 

agricultural uses 
Mobile home(s) -0.282*** -0.299*** - l.504*** -1.482*** -0.736 -0.752 
Other residential classes 0.349*** 0.339*** -0.206 -0.207 0.201 0.199 
Prhmrrily agricultuml use -0.193 -0.167 0.110 0.JOl -0.248 -0.292 
Percent of parcel forested -0.106* -O.l07* 0,038 0,035 0.105 O.J 16 
Percent of parcel open water 0.601*** 0.599*** 1.509*** l.515***. 0.684*** 0.699*** 
Percent of parcel fields/grass -0.086 -0.083 -0.163** -0.175** 0.056 0.069 
Percent of parcel wetlands 0.165** 0.165** 0.237* 0.234* 0.261 * 0.294** 
Percent of parcel developed 0.142*** O.l.39*** -0.186*** -0,187*** -0.056 -0.054 
Constant 10.387*** 10.653*** 9.877*** 10.445*** 10.246*** 10.108*** 
Number of obscrvalions 6,142 6,143 3,251 3,251 1,938 1,938 
Adjm.led R2 0.277 0.277 0.331 0.328 0.229 0.235 
Year and month dummies Yes Yes Yes Yes Yes Yes 
Clustered errors Yes Yes Yes Yes Yes Yes 

* p < 0.1.; ** p < 0.05; *** p < O.Ql. 
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home has a generally negative impact on 
price. The effect of being in a village varies 
by county, having a negative effect in Lewis 
(insignificant) and Clinton Counties and a 
positive impact in Franklin County. Lot size 
is a significant factor only in Franklin County 
in the census block fixed-effects model but is 
positive and significant in the unreported 
block group model. It also becomes signifi­
cant in alternative specifications that exclude 
the village variable but are not reported 
here.23 In all counties, local buyers pay some­
what less for homes than others. This result 
may have to do with asymmetric information 
but may also be related to preferences or so­
ciodemographics. Residents appear to not 
value additional bedrooms, but since we are 
controlling for house size, this result is likely 
because, ceteris paribus, more bedrooms 
means smaller bedrooms ( or fewer and/or 
smaller other rooms). Properties with multiple 
units, including apartments, or mobile homes 
on a parcel reduce the price, while "estates" 
receive a premium.24 Seasonal homes have a 
negative and significant coefficient in two of 
three counties. Seasonal homes are generally 
homes deemed unsuitable for habitation dur­
ing the winter months. Not surprisingly, par­
cels with more dedicated agricultural land are 
priced lower, controlling for acreage, and 
homes with open water or wetlands are more 
valuable. These measures are partially prox­
ying for a home having wate1front. 

The Model 1 results imply that proximity 
to wind turbines has a negative impact on 
property values in Clinton and Franklin Coun­
ties. 2s These proximity results are also robust 
to the inclusion of more detail about the lo' 
cation and density of nearby turbines.26 The 

23 These two variables are negatively correlaled in our 
sample. The correlation coefficient is - 0.2854. 

24 Estates are defined accordiflg lo NYSORPS as "a 
residential property of not less than.5 acres w.ith a luxurious 
residence and auxiliary buildings." 

25 The interpretalion of the coefficient value is some­
what complicated and is discussed in more detail beJow. 

26 We al.~o run a series of s11ecificalions including other 
continuous distance measures, as well as dummy and count 
variables representing geographic ranges up to 3 miles from 
a parcel. The results of the other distance specifications, 
while nol reported here, are broadly consistent wiili Urn re­
sults of the log of the inverse distance estimation (Model L) 
in that turbines do not seem lo impact property values in 

results of Model 2 are largely, but not entirely, 
consistent with those of Model l. In Clinton 
and° Franklin Counties we see negative im­
pacts for having the nearest turbine within 
most zones representing proximity of less 
than 10 miles.27 However, there are two sig­
nificant estimates that imply a positive im­
pact: between 0.5 and 1 mile away for Clinton 
County and between 2 and 3 miles away for 
Franklin County. In Lewis County, the only 
significru1t impact is a positive one at the 
range of 2-3 miles. These results are largely 
robust to changes in the size of the zones. 
When we include dummies for < 1 mile, 1-
2 miles, 2-3 miles, 3-5 miles, and 5-10 miles, 
the positive result in Clinton County goes 
away, but those in Lewis and Franklin Coun­
ties remain.28 Importantly, as .illustrated in Ta­
ble 5, we have relatively few observations for 
which the neru·est turbine is within the ranges 
identified in these dummy variables. The im­
plication of this is that it is relatively difficult 
to identify these effects. Given the small num­
bers, it is also possible tlrnt individual obser­
vations are having an undue impact on the 
estimates. 

Table 8 presents results from the estimation 
of equation [2] using parcel-level fixed ef­
fects. Here we see similarly negative and sig­
nificant impacts of proximity to the nearest 
turbine in Clinton County, negative but insig­
nificant impacts in Franklin County, and a 
positive but insignificant result in Lewis 
County. In both Clinton and Franklin Coun­
ties the estimated coefficients are somewhat 
smaller in magnitude in the repeat sales model 
than they were in the census block model, 
which is consistent with an endogeneity bias. 
The insignificance of the impacts in Franklin 
County is likely cansed by the relatively small 
number of observations, as the estimates pre­
sented for the ln(inverse distance) variable 
have p-values in the range of 0.123 to 0.142, 
which is approaching significance. In Lewis 

Lewis County but have largely negative and significant im­
pacts in Clinton and Franklin Counties. The dummy and 
count variable results suffer from multicollinearity and are 
difficult to interpret. ' 

27 Implicitly," the omitted category is those parcels wHh 
the nearest turbine being more than 10 miles away. 

28 These results are not reported in detail for space 
considerations. 
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TABLES 

Regression Results (Coefficient Estimates): Repeat Sales 

Clinton 

Variable Model 1 Model 2 

ln(Inverse distance to nearest -0.040** 
turbine) 

Nearest tul'bine ls within 0.5 - 0.109 
mile 

Nearest turbine is in the range -0.059 
0.5-l mile 

Nearnst turbine is in the range 0.038 
1-1.5 miles 

Nearest turbine is in the range 0.103 
1.5-2 miles 

Nearest tmblne is in the range -0.106* 
2-3 miles 

Nearest turbine is in the range -0.166*** 
3-5 miles 

Nearest turbine is in U1e range 0.070 
5-lO miles 

Buyer from local area -0.057 -0.059 
Constant 10.955*** 11.162*** 
Number of observations 2,259 2,259 
Adjusted R2 0.2 0.199 
Yem· and month dummies Yes Yes 
Clustered e1Tors Yes Yes 

* p < 0.1; ** p < 0.05; *** p < O.DI. 

County, the proximity measure is again posi­
tive but highly insignificant. The Model 2 re­
sults are largely negative and sometimes 
significant in Clinton and Franklin Counties, 
while the only significant results in Lewis 
County arn positive. Adjusting the specifica­
tion of the dummy variables as above makes 
no substantial difference in the repeat sales 
model. Local buyers still pay less than others, 
but this effect is significant only in Lewis . 
County. 

V. DISCUSSION 

Overall, the results of this study are mixed 
as regards the effect of wind turbines on prop­
erty values. In Clinton and Franklin Counties, 
proximity to turbines has a usually negative 
and often significant impact on property val­
ues, while, in Lewis County, turbines appear 
to have had little effect and, in some specifi­
cations, a positive effect. One possible inter­
pretation, since the Lewis County turbines are 
older, is that the impacts of turbines decay 
over time so that the impacts we see in Clinton 
and Franklin Counties may be short-rnn im-

Franklin Lewis 

Model l Model 2 Model 1 Model 2 

-0.044 0.034 

-0.065 0.435 

-0.027 -0.050 

0.740*** 

-0.302** 0.420* 

-0.036 -0.180 

-0.095 -0.008 

-0.019 -0.011 

-0.046 -0.044 -0.150* -0.163** 
' 10.231 *** 10.458*** 10.504*** 10.389*** 

1,077 1,077 633 633 
0.233 0.229 0.284 0.297 

Yes Yes Yes Yes 
Yes Yes Yes Yes 

pacts. To test this, we re-ran the Lewis County 
analyses having cut out any transactions after 
2006 to restrict ourselves to the short-run. 
These results were not supportive of this in­
terpretation as, if anything, the short-term im­
pacts in Lewis County appeared to be more 
positive. Another possible interpretation is 
that there is something about the design or 
placement of the facilities in Lewis versus 
Clinton/Franklin Counties which has reduced 
or eliminated the negative impact on property 
values. It may also be heterogeneity in con" 
sumer preferences in the various counties that 
drives this dichotomy. 

When turbines do impact values, the mag­
nitude of this effect depends on how close a 
home is to a turbine. For Model 1, since we 
are using a log-log specification, the estimated 
coefficient on the log of the inverse distance 
measure represents the elasticity of price with 
respect to the inverse of the distance to the 
nearest turbine. So, a coefficient of - 13 im­
plies that a 1 % increase in the inverse distance 
(a decrease in distance to the nearnst turbine) 
decreases the sale price by 13 %. Inverse dis­
tance declines as distance increases, so this 
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TABLE9 

Estimated Percentage Price Declines Using Model I, Selected Distances 

Clinton County Franklin County 

Distance to Nearesl Turbine Rep~at Sales 

(miles) P= -o.o4o 

Initial Distance = 25 miles 

0.1 19.82 
0.25 16.82 
0.5 14.49 
I 12.08 
2 9.61 
3 8.13 

Initial Distance = 15 miles 

0.1 18.16 
0.25 15.11 
0.5 12.72 
1 10.27 
2 7.74 
3 6.23 

Initial Distance = 5 miles 

0.1 14.49 
0.25 11.29 
0.5 8.80 
l 6.23 
2 3.60 
3 2.02 

tells us that the impacts of wind turbines sim­
ilarly decay. Using the estimated coefficients 
above, we calculate the percentage change in 
price from a given change in distance. These 
results are presented in Table 9 for Clinton 
and Franklin Counties using estimated ~ 's 
from Model l at both fixed-effects levels. 29 

The double log/inverse distance specification 
enforces that the relationship between per­
centage price declines and distm1ce be con­
vex. To test for the robustness of this 
assumption we also tried quadratic and cubic 
distance specifications, which would allow for 
a concave rather than convex relationship. 
The quadratic specification confirmed the 
convex shape of the relationship &ince the lin­
ear term was positive and significm1t and the 
quadratic term was negative and significant. 

29 These results, being based on Model J in the tables, 
do not lake into accounl the dummy or count val'iables es­
timates, since these arc so inconsistent and suspect because 
of the collinearity. 

Census Block . Repeat Sales ,Census Block 

P= -0.052 P= -0.044 P= -0.Jll 

27.80 21.57 45.82 
23.79 18.34 40.02 
20.61 15.81 35.22 
17.30 13.21 30.04 
13.84 10.52 24.45 
l l.76 8.91 20.97 

22.94 19.79 42.66 
19.18 16.49 36.52 
16.21 13.90 31.44 
13.14 11.23 25.96 
9.95 8.48 20.04 
8.03 6.84 16.36 

18.41 15.81 35.22 
14.43 12.35 28.29 
11.28 9.64 22.55 
8.03 6.84 16.36 
4.65 3.95 9.67 
2.62 2.22 5.51 

The quadratic and cubic terms in the cubic 
specification were not significant. 30 

From the repeat sales model we see that the 
construction of turbines such that for a given 
home in Clinton County the nearest turbine is 
now only 0.5 mile away results in a 8.8% to 
14.49% decline in sales price, depending on 
the initial distance to the nearest turbine. For 
Franklin County, this range is 9.64% to 
15.81%. For the average properties in these 
two counties, this implies a Joss in value of 
between $10,793 and $19,046. Obviously, at 
larger distances, these effects decline. At a 
range of 3 miles the effects are between about 
2% and 8%, or between $2,500 and $9,800. 

Table 9 also shows that the predicted im­
pacts are more severe when based on the cen­
sus block model. In the case of Franklin 

30 We also tested log-linear inverse distance and log­
linear distance specifications, and the results were consistent 
with those reported here. There was no evidence that these 
alternalive specifications provided a better fit to the data. 
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TABLEIO 

Estimated Percentage Price Changes Using Model 2 

Repeitt Sates' Full Sample 

Clinton Franklin 

Nearest turbine is -10.37 -6.33 
within 0.5 mile 

Nearest turbine is in the -5.73 -2.63 
range 0.5-J mile 

Nearest turbine is in the 3.87 
range 1-1.5 miles 

Nearest turbine is in the 10.87 -26.10 
range 1.5-2 miles 

Nearest turbine is in lhe -10.06 -3.58 
range 2-3 miles 

Nem·est turbine is in the - 15.29 -9.06 
range 3-5 miles 

Nem·cst turbine is in the 7.30 -1.90 
range 5-J O miles 

County, we see declines of up to 35% at a 
distance of 0.5 mile. These results are indic­
ative of endogeneity bias at this larger fixed­
effects scale. This is because we expect the 
endogeneity to take the form of turbines being 
located, all else equal, on lower-quality, 
lower-value land. If this is true, then we would 
expect our estimates to be biased downward. 
Our results fit this model. Nonetheless, it is 
heartening that the bias, particularly in Clin­
ton County, does not appear to be especially: 
severe.31 

Table 10 provides the percentage price 
changes implied by the estimates from the 
Model 2 specification. The coefficients have. 
been converted to percentage change follow-· 
ing Halvorsen and Palmquist (1980). AJJ 
though there is limited significance, as 
reported above, we do see significant declines 
in both Clinton and Franklin Counties of up 
to 26% in the repeat sales model, and positive 
impacts of up to 100% in Lewis County. The 
full sample results are less consistent. On the 
whole, the coefficients in the repeat sales 
model are smaller than those in the census 
block model, which is again suggestive of a 
selection effect being present in the full sam­
ple approaches. 

31 Although we do not report results here, estimates · 
from the census block group model show a :mmewhat Jarger 
bias with hffger negative effects from wind turbine 1 

proximity. 

Lewis CJinton Franklin Lewis 

54.53 -19.98 -25.02 47.48 

-4.88 46.29 -34.07 -59.71 

109.50 -24.60 - 38.85 -42.83 

52.17 ;-66.25 14.73 3.15 

. -16.45 -0.08 27.44 23.79 

-0.75 -4.71 -20.56 7.26 

-1.08 -5.22 -10.94 -2.08 

It is also important to remember that our 
analysis inc.lodes year and month dunnnies to 
control for countywide, market-level, price 
fluctuations, so we are not likely to be attrib­
nting these sorts of trends erroneously to the 
existence of turbines. Furthermore, looking at 
monthly average prices by county, unlike 
much of the rest of the country, our sample 
m·ea did not experience any major upward 
trends in prices during the sample period, nor 
a decline toward the end. Being very rural and 
somewhat isolated also makes these counties 
relatively immune to national real estate 
trends. 

As we began this analysis, we expected 
that there might be informational effects at 
play regarding local or nonlocal buyers of 
property since, presurn'ably, local residents 
will have more information about where and 
when turbines might be ,built. We do see that 
local buyers, on averag~, pay less for prop­
erties than nonlocal buyers, but there does not 
appear to be a differential effect for these two 
categories in the effect of wind turbines. To 
test this, we ran an alterqative specification of 
the census block model with the local-buyer 
dummy variable interacted with the proximity 
variable, and this term was not significant. 

Finally, Parsons (1990) argues that the im­
plicit hedonic prices of locational attributes of 
homes will vm·y with the size of the lot on 
which each home sits. We test the effects of 
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lot size on the marginal impact of wind tur­
bines using a lot size/proximity interaction . 
term. In that specification of the census block 
model, we find that the estimated coefficient 
on this interaction term is positive and signifi­
cant in both Clinton and Franklin Counties. 
This indicates that parcels with larger lots are 
not as badly impacted by the proximity of tur: 
bines as homes with smaUer lots. 

VI. CONCLUSIONS 

From a policy perspective, these results 
suggest that existing compensation schemes 
may not be fully compensating those land­
owners near wind devel6pments, in some ar­
eas, for the externality costs that are being 
imposed. Existing PILOT programs and com­
pensation to individual landowners are im­
plicitly accounted for in this analysis, since 
we would expect these payments to be capi­
talized into sales prices, and still we find 
largely negative impacts in two of our three 
counties. This suggests that landowners, par­
ticularly those who do not have turbines on 
their properties and are thus not receiving di­
rect payments from wind developers, are be­
ing harmed and have an economic case to 
make for more compensation. That is, while 
the markets for easements and PILOT pro­
grams may be properly accounting for harm 
to those who allow turbines on their property, 
they appear not to be accounting for harm to 
others nearby. This is a clear case of an un­
corrected externality. If, in the future, devel­
opers are forced to account for this externality 
through increased payments, this would ob­
viously increase the cost to developers and 
make it that much more difficult to economi­
cally jnstify wind projects. Importantly, in 
Lewis County, landowners do appear to be re­
ceiving sufficient compensation to prevent de­
cay of property values. 

This study does not say anything about the 
societal benefits from wind power and should 
not be interpreted as saying that wind devel­
opment should be stopped, even when the 
property value effects are negative. If, in fact, 
wind power is being used to displace fossil­
based electricity generation it may still be that 
the environmental benefits of such a trade ex-

ceed the costs.32 However, in comparing those 
environmental benefits, we must include not 
only costs to developers (which include ease­
ment payments and PILOT programs), but 
also these external costs to property owners 
local to new wind facilities. Property values 
are an important component of any cost-ben­
efit analysis and should be accounted for as 
new projects are proposed and go through the 
approval process. 

Finally, this paper breaks with the prior lit­
erature in finding any statistically significant 
property-value impacts from wind facilities. 
We believe that this stems from our empirical 
approach that controls for omitted var.iables 
and endogeneity biases and employs a large 
sample size with reasonably complete data on 
home and property characteristics. Future 
studies that expand this sort of analysis to 
wind and other renewable power facilities in 
other regions are imperative to understanding 
the big picture of what will happen as these 
technologies grow in prominence. 
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